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Executive Summary

A three-day Workshop was held in Geneva, Switzerts-17" May 2006, which was
attended by a multidisciplinary group of healthfpesionals and community members,
including people living with HIV. The Workshop’smaiwas to develop draft guidelines on
protecting the confidentiality and security of Hidormation, and to produce a plan to field
test them within countries. It involved plenarysieas and small and large group work. The
main conclusions, recommendations, and next stepasafollows.

E.1 For protecting data, three interrelated conceat®lan impact on the development and
implementation of protections for sensitive dathe3e are privacy, confidentiality, and
security.Privacyis both a legal and an ethical concept. The legatept refers to the legal
protection that has been accorded to an indivittuabntrol both access to and use of
personal information and provides the overall fraumik within which both confidentiality
and security are implementedonfidentialityrelates to the right of individuals to protection
of their data during storage, transfer, and userdier to prevent unauthorized disclosure of
that information to third partieSecurityis a collection of technical approaches that askire
issues covering physical, electronic, and procddspeects of protecting information
collected as part of the scale-up of HIV services.

E.2 The public health goal is to safeguard the hezfltommunities through the collection,
analysis, dissemination, and use of health datachwhust be carefully balanced with the
individual’s right to privacy and confidentialitGuidelines must allow for consideration of
relevant cultural norms, which may influence thpskcies, while ethical principles should
guide decision-making regarding the appropriateamgkdissemination of data. Overall,
guiding principles should be based on human rightgiples (section 5.1).

E.3 The purpose of defining health information confitiality and security principles is to
ensure that health data are available and usezhte the improvement of health, as well as
the reduction of harm, for all people, healthy antlhealthy. Pursuing this goal involves an
ongoing process of refining the balance betweenmag of benefits, which can and
should come from the wise and fullest use of datd, protection from harm, which can
result from either malicious or inadvertent inagprate release of individually identifiable
data. Appropriate policies, procedures, and teehmethods must be balanced to protect
both individual and public rights.

E.4 The risk of harm following a breach of confidehtiavaries with the national or local
context according to levels of stigma, lack of coem@nsive public health safety nets, legal
traditions of respect of privacy, religious perdpess, and other local conditions.

E.5 Within countries, privacy and confidentiality lasisould be in place, or developed if not
already in place, an@levant parameters of privacy or confidentialaw$s must be reviewed
and known by those involved with the data at athemistrative levels.

E.6 Countries and organizations at all levels of thdtheare system should have a written
policy that defines security procedures concertiiregway data are collected, stored,
transferred, and released. The policies need implemented at all relevant levels, and staff
must understand the policies and to have signedjeement stating that they will
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implement them as part of their work. This will@alequire training new staff and updating
all staff on the relevant procedures.

E.7 Organizations at all levels of the countries’ tiezdre system and international
organizations must identify a confidentiality amatgrity officer (CSO) to be ultimately
responsible for the confidentiality and security-¥ information within that organization.

E.8 Development and review of confidentiality and gé@guaws and procedures should
include active participation from relevant stakelaos, including people living with HIV,
members of communities affected by HIV, health gardessionals, information technology
specialists, and legal and ethical experts.

E.9 Funding organizations should comply with thesaddads and have an obligation to
make adequate funding available to implement ttseifficient to ensure protection of the
data collected and used. Funding organization edagstrequire that maintaining these
standards is a condition for funding of any impletreg partners or agencies.

E.10 The different types of HIV information — persomdéntified, pseudo-anonymized,
anonymized, aggregated, and non-personal datausregqayotection. Procedures for
protecting each different type of data must beieit|yl described.

E.11 A number of organizational procedures need tohbevied to ensure safeguards for the
collection, transfer, storage, use, disseminafon, disposal of personal identified data and
other information (sections 6.2 — 6.7). Policied procedures developed must cover both
paper-based and electronic systems.

E.12 The greatest threats to electronic informationiesyis are generally not from outside
attack, but rather from issues inherent in theesgsdesign and implementation. These
threats fall into two categories: non-availabilitiydata due to system failure and user errors.
E.13Proposed next steps for completion of the guidslinelude:

E.13.1 Completion of a sample Threat Analyses.

E.13.2 Development of a sample Institutional Policy amddedure.

E.13.3 Development and piloting of a Self Assessmengfnm.

E.13.4 Development and application of a questionnaird NAIDS and PEPFAR focus
countries and PEPFAR implementing partners, toroete the utility and applicability of

the guidelines.

E.13.5 Obtain feedback on the interim guidelines from UNS and PEPFAR focus
countries and PEPFAR implementing partners, anorparate this feedback into the final
guidelines.

E.13.6 Validate the guidelines by field testing them withountries.
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E.13.7 Translate the guidelines into several languages.

E.13.8 Develop strategies for building capacity to supplee implementation of
confidentiality and security activities in-country.
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1.0 Aim

The aim of the Workshop was to develop consenswsdraft set of guidelines to ensure the
confidentiality and security of HIV related inforti@n collected for patient management and
monitoring, and program and HIV services monitoramgl evaluation as part of scaling-up
HIV services in middle- and lower-income countriestential methods to implement these
guidelines within countries were also discussed.

2.0 Background

As part of scaling-up HIV services in middle-and/&-income countries, increasing
emphasis is being placed on the collection of miaiion to improve patient management
and monitoring as well as program or service memigpand evaluation. Such data allow
individuals to be tracked over time and betweeggdaand enable the development of
longitudinal patient-level information for clinicalanagement. Patient-level information
becomes even more important when used for prograsargice monitoring or evaluation.
This will require information systems, whether papased or electronic, which ensure
patient confidentiality yet allow relatively easgcass to the information at both the
individual and aggregate level. Implemented systemast also address issues of system
availability. For example, procedures must spettieyminimally acceptable hours of
operation for each day, week, or month. They shaldd identify and manage predictable
risks to data systems such as electricity interoupt staffing shortages, and natural
disasters.

When patient-level data are used for program madngaor evaluation, guidance must
address which type of data can be used and in wWbrahat; the storage, use, and
dissemination of such data at the different leeéksociety; and their use by international
organizations, while ensuring data confidentiaditd security. For the workshop, five
different levels of data collection were identifietlich warranted special attention. These
included, first, the provision of both preventivedaherapeutic services by non-
governmental organizations (NGOs) and communityigso The second level included
health and other facilities at which HIV-relatefoinmation is collected in both public and
private sectors. The third level included sub-rraglddistrict, regional, provincial, or state)
and national administrative institutions where mifation is collected, stored and analyzed.
The fourth level related specifically to nationaka repositories such as data warehouses,
where information from multiple societal sectors @& stored and analyzed, and the fifth
level related to information transferred to inta¢rmaal agencies (bilateral or multilateral
donors, foundations, research institutions, etc.)

When developing approaches to protecting datastandiion should be made between
providing for the physical protection of data taagiiagainst environmental threats, and the
protection needed to guard against inappropriaeotisensitive information, whether due to
inadvertent or deliberate activities.

There are three interrelated concepts that hawapact on the development and
implementation of protections for sensitive dathede are privacy, confidentiality, and
security. While interrelated, each is distinct &agh is developed and implemented in a
different manner.
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Privacyis both a legal and an ethical concept. The legatept refers to the legal protection
that has been accorded to an individual to comimtth access to and use of personal
information and provides the overall framework witivhich both confidentiality and
security are implemented. Privacy protections ¥eygn one jurisdiction to another and are
defined by law and regulations. Privacy protectiprevide the overall framework within
which both confidentiality and security are implertes.

Confidentialityrelates to the right of individuals to protectigitheir data during storage,
transfer, and use, in order to prevent unauthorigclosure of that information to third
parties. This may have an impact on whether, witloinntries, informed consent is required
from individuals before patient-level informatioarcbe used for program monitoring and
evaluation, or whether an implicit assumption camiade that anybody using public
services agrees that their information can be tseabnitor and evaluate such programs in
order to improve them for the whole populatiorthi latter, decisions have to be made
whether and under what conditions nominal, anongthir pseudo-anonymized data can be
collected, stored and used. Thus, developmentrdfdentiality policies and procedures
should include discussion of the appropriate usedissemination of health data with
systematic consideration of ethical and legal isagedefined by privacy laws and
regulations.

Securityis a collection of technical approaches that askliesues covering physical,
electronic, and procedural aspects of protectifgymnation collected as part of the scale-up
of HIV services. While there are many common reguients to ensure the confidentiality
and security at the various levels of healthcao®ipion, different levels may have specific
security requirements. At each level, security ukstons should include identification of
potential threats to the systems and data, theHded of harm from any of these threats to
security, development of strategies to manage ehittte identified threats, and a cost and
risk trade-off analysis which attempts to practicablance the risks to security and resulting
harm with the resources needed to manage theS#sturity must address both protection of
data from inadvertent or malicious inappropriatechtisure, and non-availability of data due
to system failure and user errors.

2.1 Physical security

Episodic or longitudinal biomedical information laalted as part of clinical management, be
that in paper or electronic format, needs to besygajly secured, such as by being stored in a
locked cabinet, within a locked room, and withisezured building. Data transfer of paper-
based information may include transport in lockadfbases, transmission by fax (within
some additional procedural protections) or using s@avices within the organization
(internal-mail) or between organizations (extenmalH). Electronic infrastructures which are
too geographically dispersed to be physically priete, such as a wide area networks

(WAN), need to be secured via commercially-avaéadnl public domain encryption and
password schemas.
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2.2 Electronic security

2.2.1 Data at rest:Depending on the location of where the data ted, for instance at
health facility level, the data may be in nominatie-identified format. The latter may range
from totally anonymized — where all personal idigerts and other identifying information
have been stripped and data can no longer be lirakeee original source of the information

— to pseudo-anonymized, in which the data are dtstirgoped from identifiers but through a
key can be traced back to the original source.Keyefor this may be held where the data are
stored, at the site where the data originate flmmeyen on a portable device such as a smart
card, which the patient carries.

Access to personal computers, laptops, and seallarsed to be made secure through the
use of passwords, key fobs, smartcards or othensnagfasecuring access to the stored
information. The data may be stored in an encryfiiedat and contain other access controls
such as passwords and user identifications. Datadsbn local or wide area networks with
large numbers of computers or internet accesg@gllire the use of technologies such as
firewalls and routers to limit access to thosetkdtito the data. Different levels of access
may be created depending on different purposeth&information, which is known as
“role-based” access.

2.2.2 Data transferFor electronic data, this includes the use ofetigls, CD-ROMs,
memory sticks, smart cards, personal digital amsist(PDAS), telephone conversation,
encrypted email, secured file transfer protocq)(for secured web services. Security
measures required in these situations include ptioryand the use of public-private key
pairs, virtual private networks (VPNs) and othdevant measures.

2.3 Procedural Security

As part of these security requirements, a writtelicp of security procedures needs to be
produced that covers the way the data are collesteted, transferred and released. These
policies need to be accessible to and known byetioslved with the data at all levels. The
policies need to be implemented at the relevamiseand staff need to sign that they have
understood the policies and will implement thenpa of their work. This will also involve
training new staff and updating all staff on thievant procedures. Data release policies
should define the release of information for diéier purposes, ranging from the release of
clinical information to health professionals, relaes or friends, to the release of information
held in medical records or electronic databasepragram monitoring and evaluation, for
reporting or research.

2.4 Legal and ethical considerations

Data security and release policies must also addiegal and ethical issues when determining the
appropriate use and dissemination of data. To doetevant parameters of existing privacy or
confidentiality laws must be reviewed and knownttyse involved with the data at all administrative
levels. These includ@ws and regulations that authorize public heattivgrs; privacy laws

that govern the acquisition, use, storage, andadisce of personally identifiable

information; and laws addressing research on hwsubjects. Although models from higher-
income countries may provide useful frameworksrioamce legal protections, development
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of guidelines must consider the broad range orraiesef applicable laws within middle- and
lower-income areas.

The public health goal to safeguard the healthoafimunities through the collection and
dissemination of health data must be carefullyrozd with the individual’s right to privacy.
Guidelines must allow for consideration of relevamitural norms, which may influence
these policies. Ethical principles should guideisien-making regarding the appropriate use
and dissemination of data. Although there will likbe diverse opinions regarding
acceptability of data uses, consideration of issu#sn the bounds of relevant ethical
principles will facilitate discussions.

2.5 Published guidelines

Published material on confidentiality and secuiitg]uding legislation and regulation, exists
in many countries. The background material presetat@vorkshop participants was drawn
from material published in the United States, Whikéngdom, and Australia. Institutional
guidelines include the U.S. Centers for Diseaseti@band Prevention'$echnical

Guidance of HIV/AIDS Surveillance Prograarsd the U.S. National Institute of Standards
Technology’s 800 series on protecting informatithie International Standards Organization
(ISO); non-governmental organizations within thaltrecare sector, such as the North
American Association of Central Cancer Registnpesr-reviewed journal articles;
documentation from information technology vendexsademic publications, and
publications from independent security experts.

The published guidelines cover confidentiality @edurity from a variety of perspectives:
legal, ethical, procedural, electronic, physical] data dissemination, and cover topics as
diverse as firewall configuration and good passwanastruction, how to protect portable
electronic devices such as laptop computers, wihdtdf training hospitals must provide for
their workers, model legislation for protecting fmévacy of individuals, how to de-identify
data sets so they can be safely analyzed, and artfathhmachines should be used for
transmitting confidential information. Most wereoduced within higher-income countries,
and may need tailoring for adaptation within middad lower-income countries.

Workshop participants were provided copies of @iidd guidelines before and during the
workshop, and in many cases were contributing asttoothe various publications. These
proceedings largely reflect a distillation and $wasis of previously published, English-
language material (Appendix 4).

3.0 Objectives

To review and critique existing material, largeBveloped within higher-income countries,
and distil these into guidelines which can be asldjpind implemented in middle- and lower-
income countries to ensure confidentiality and sgcof patient-level information at the
level of:

3.1) communities, non-governmental organizationSQs);
3.2) health and other facilities;
3.3) sub-national (district/regional/provincialfgaand national levels;
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3.4) national data-repositories or data-warehouses;
3.5) international organizations.

4.0 Methods

A multidisciplinary group of health professionaldacommunity members was invited to
attend a 2.5-day workshop. This included countogpem managers; country-based
information technology (IT) people; IT experts sipdzing in relevant areas; users of data
including clinicians, statisticians or epidemiolstg; ethicists; legal experts and people living
with HIV from a wide variety of countries (Appendly.

After an introductory session on the first day (Apgdix 2), the invitees were split into 5
workgroups, each focussing on a specific leveheftiealthcare system (sections 3.1-3.5).
Having deliberated within each of the 5 groups mambrted back to the other groups, a
summary integrated plenary session was held ofirthkeday, which also delineated future
steps.

5.0HIV Confidentiality and Security Principles

The purpose of defining the health information aderfitiality and security principles is to
ensure that health data are used to serve the waiment of health, as well as the reduction
of harm, for all people, healthy and not healthy.

Pursuing this goal involves an ongoing proces®fifing the balance between:

a) maximizing of benefits — benefits that can amoldd come from the wise and fullest use
of data, and

b) protection from harm — harm that can result feather malicious or inadvertent
inappropriate release of individually identifiatdlata’

These potential benefits and harms may accruedteidtuals, groups, or institutions. The
tremendous potential ‘wealth for health’ in longitoal electronic patient health data
repositories, as well as the potential for incrdassk of confidentiality breach inherent in
consolidated and centrally accessible data, mesvtitis statement of principles, which,
independent of context, may help inform this baéanc

One aim of government is to ensure that the béstrimation is used to provide healthcare to
the public. However, in some contexts, confidentidividual health information has been
used in ways harmful to the individuals concerragd] so they must be protected as well.
Security against access is not an unqualified ¢ilbEdegitimate access to essential data
must also be secured. Appropriate policy, procegjuard technical methods must be
balanced to secure both individual and public mtites.

! The term “identifiable data” refers both to directly and iadily identifiable data, e.g., data can be indirectly
identifiable when the merging of two independent datacesuleads to creation of characteristics which, when
combined, have a high probability of belonging to omig ndividual.
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The risk of harm following a breach varies with tlaional or local context according to
levels of stigma, lack of comprehensive public treahfety nets, legal traditions of respect
of privacy, religious perspectives, and other lazaiditions.

For a society to reap a greater health benefitenhihimizing risk of harm, it must improve
and maintain the protection of individuals and ttligita. Such protection is not only

improved by having established principles, lawsl palicies, but is based on the mores and
values of each society. It is also dependent oplpdiving with HIV being aware of the

laws and policies that exist, and of the implemgoreof these laws and policies. In the end,
it is a universally held attitude of respectful smieration for all persons, healthy or not, that
would permit the fullest disclosure without ensuiregm, and thereby renders accessible, the
greatest health information for public benefit.

5.1 Guiding principles on the Confidentiality andeSurity of HIV information

5.1.1. The procedures that yield HIV data must confto international ethical and legal
standards. Fundamental ethical and legal standiargsotecting privacy and confidentiality
exist in relevant human rights instruments. Right to Privacyis cited in Article 12 of the
Universal Declaration on Human Rights; Article I&he International Covenant on Civil
and Political Rights; and Article 37 of the Conventon the Rights of the Child. The HIV-
related action is to ensure that HIV test resuktscanfidential and to guarantee the right of
non-disclosure to third partiésThe Declaration of Commitment on HIV/AIDS (UNGASS
2001) states that “the full realization of humaghts for all is an essential element in a
global response to HIV/AIDS” (paragraph 16). Intgadar, governments committed
themselves to enforce legislation, regulations@heér measures to ensure all the rights of
people living with HIV, including privacy and codfntiality (paragraph. 58).

Another source of international standards is th&EBROUniversal Declaration on

Bioethics and Human Rightdrticle 9 of the Declaration, entitled Privacy and
Confidentiality, states: “The privacy of the persa@oncerned and the confidentiality of their
personal information should be respected. To thatgst extent possible, such information
should not be used or disclosed for purposes ttlaerthose for which it was collected or
consented to, consistent with international lawpanticular international human rights law.”

Data collection that fails to conform to these dtds should not be used for the program
activity. Funding organizations should comply witlese standards and have an obligation to
make adequate funding available to implement ttserdfficient to ensure protection of the
data collected and used. Funding organization mdgstrequire that maintaining these
standards is a condition for funding of any impletireg partners or agencies.

2 UNAIDS. Report on the Global HIV/AIDS Epidendialy 2002, p. 63.

3 UNAIDS. Keeping the Promise: Summary of the Declaration of Comenit on HIV/AIDSUnited Nations
General Assembly Special Session on HIV/AIDS, 25-27 JW@&L, New York, p. 13

# United Nations Educational, Scientific and Cultural Organipatimiversal Declaration on Bioethics and

Human RightsAdopted by acclamation on 19 October 2005 by the 33miosesf the General Conference of
UNESCO.
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5.1.2 Organizations, institutions, and individuads/e a duty to respect the rights of those
whose identifiable data may be collected or stofése rights include but are not limited
to:

a. The right to refuse to answer questions pogdtdse collecting the data;

b. The right to have free a copy of their healitord,;

c. The right to access, review, and correct idiedtidata that can be verified to be erroneous;
d. The right to voluntary informed consent whenrappiate;

e. The right to seek redress for a perceived bre&confidentiality without negative
consequences.

5.1.3 Organizations, institutions, and individuadsing access to the data have an obligation
to ensure that that confidentiality and securitgt@ctions for identifiable information are in
place.

a. Confidentiality and security protections aredex to ensure the quality of prevention,
treatment, and care programs.

b. Local ownership and proper steps to ensure denfiiality and security help to provide
good data for reporting upstream.

c. Measures for confidentiality and security petiten should go hand in hand with
community and advocacy efforts to reduce HIV-reladegma, including stigma experienced
by populations most at risk.

5.1.4 HIV-related information and data collectedgatient management and monitoring
should be maintained in a technically and physycsdicure environment.

5.1.5 Individuals authorized to access Hilatedd information should receive appropriate
training and should be responsible for protectiogficientiality.

5.1.6 Security breaches and loss of confidentiahiyuld be thoroughly investigated and
appropriate sanctions imposed.

5.1.7 Security strategies and related laws andigslshould be continuously reviewed,
independently assessed, and changed when required.

5.1.8 Data may be shared between or among orgemmgair institutions provided that:

a. The recipient will be using the data for atiegate health purpose;

b. The nature and amount of data shared is comtiragethe reason for the data transfer, but
should always be the minimum amount of data requimesuccessfully complete the task.
For example, personal identifiers should neveraesimitted when a pseudo-anonymized
record can complete the task;

c. The confidentiality and security measures efréceiving organization are equivalent to
those of the organization which collected the @iz were agreed to when the data were
collected.

5.1.9 Organizations and institutions should coltady information that fulfills the clearly
stated purpose(s) of the activity.
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5.1.10 Organizations, institutions, and individuadse an obligation to ensure that all
policies and procedures related to confidentiaitg security of identifiable information
should be transparent and available. This inclypaésntial future use of routinely collected
patient information, including on deceased indialdu

5.1.11 Organizations, institutions, and individualso fail to adequately protect the
confidentiality and security of identifiable infoation should be held accountable and
appropriate remedies imposed.

5.1.12 Individual level information should not beased with those charged with law
enforcement, immigration control, management ofpthielic welfare system, or other non-
health functions without consent from the indivibdieawhom the information relates, except
in circumstances involving the threat of immineander of grave physical harm to
individuals or populations.

5.1.13 The development and implementation of pedieind procedures should be consistent
with these principals, should involve persons kiyimith HIV and other stakeholders
throughout the process, and be integrated intomaltiHI\V care and treatment plans.

6.0 Technical guidelines
6.1 Types of data

While all data collected, stored and used as gastaling-up HIV services in countries have
confidentiality and security requirements, it iiontant to recognize the different types of
data, since there are important differences irr gegnsitivity and in the impact on patients if
confidentiality is breached. Four main differerpeyg of information can be identified:

6.1.1Personal Identified Datandividual level information that, most significéytincludes
personal identifiers such as names and addressese Hata are generally obtained at the
point of care, where services are delivered toviddials. They are managed at community
and health facilities whether sponsored by theipugactor, NGOs, the private sector or
international organizations. However, in some casef data are stored in regional or
national databases. This category of data alsadesl national identification numbers, which
can be directly linked to individual patients agd#fferent databases across various social
sectors, e.g., the social security number in thiéedrStates.

6.1.2Pseudo-anonymized Datthis individual level information has been strippdertain
identifiers — like names, addresses, etc. In mases, this identifying information will have
been replaced with a randomized identifier or kelg that can be used, if necessary, to link
the record with the person’s medical record man@diat an individual health care facility.
Data of this type are obtained from communitieglthefacilities, vital statistics or other data
sources. They may be transferred and managed veittiata warehouse, which could be at
regional or national level.

6.1.3Aggregated Datasuch data are based on aggregating individual laf@imation,
obtained from communities, health facilities, otad&arehouses, into an indicator. They are
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usually managed at the level of regional or nafida#abases. This is also the type of
information which many international organizatiamlect.

6.1.4Non-Personal Dataall levels need to deal with information on faadg, geographic
data, information on drugs and drug supplies, ahdrdogistic information.

Some of the information through which a personénitty can be identified is listed in
Box 1. Most of the guidelines described below gmeliaable to these different types of data,
unless otherwise specified.

Box 1: A list of information through which personscould be identified in their
own right or in combination.

- Name: first, middle and last name;

- Address;

- Full postal code;

- Telephone number;

- Fax number;

- Email address;

- Age or date of birth;

- Sex;

- Ethnicity;

- Social security number, welfare number or eqengl
- Occupation;

- Employer information;

- Photographs;

- Biometric identifiers;

- Payment information (credit card number, bank antaetc.);
- Latitude and longitude of residence.

6.2 Organization and Procedures

6.2.1 Within each country, institutions must depediidelines to ensure confidentiality and
security of HIV-related information, covering a#Mels operative within that country’s or
institution’s healthcare system, and the diffetgpes of data collected, stored and used.
Such a policy document must be in writing and widdstributed, available both in paper

and electronic formats. The policy document must#p which data can be collected for
which purposes, for which data individual conssnequired, as well as defining the roles of
individuals or groups given access to HIV data tedtype of data they have access to. Such
a policy document should be developed with theataliation of relevant stakeholders in the
country, including people living with HIV.
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6.2.2 This policy document must also describe théhods for the regular review of security
practices for individual and program-related HI\tajancluding review by independent
security auditors. Included in the policy shouldabequirement for an ongoing review of
evolving technologies to ensure that data remainrsewhen collected, stored, transferred,
disseminated, or used through these new technalogie

6.2.3 The policy document must be readily accesdilany staff having access to medical
records or confidential HIV program informationaditsites where data are gathered or
stored. Patients should also be informed of thstemce of such policies, and should have
access to them.

6.2.4 All authorized persons involved with dealmigh the data, should be responsible for
ensuring data confidentiality and security andrégorting suspected security breaches.

6.2.5 All authorized staff must be provided witle fholicy document and must receive
training in maintaining the appropriate confidelitygaand security measures. Once training is
completed, they should annually sign a confideityigtatement indicating their
understanding of the policies and their agreenemhplement the policies. Newly hired

staff must be trained and must sign a confidetyigliatement, before access to confidential
HIV data is authorized. This must be a preconditaccess and use of confidential data.

6.2.6 To ensure that all authorized individualsaenknowledgeable about the security
policies, every individual with access to confidahHIV data must attend data security
training at regular intervals.

6.2.7 Organizations at all levels of the healthegstem must identify a professional to be
ultimately responsible for the confidentiality aseturity of HIV information within
that organization. Such Confidentiality and Segu@fficers (CSOs) are required for

Box 2: Summarytasks for Confidentiality and Security Officers

1.1) Identify and review all applicable guidelin&nsure that information confidentiality and
security goals are identified, meet organizatioeglirements, and are integrated in relevant
processes

1.2) formulate, review, and approve the guidelim@apted within the facility or organization
for which they are responsible;

1.3) test, review, and validate the effectivenddb®implementation of the information
confidentiality and security policy;

1.4) provide clear direction and visible managensemport for confidentiality and security
initiatives;

1.5) advocate for the resources needed for infeomaonfidentiality and security;

1.6) approve assignment of specific roles and mesipdities for information confidentiality
and security across the organization;

1.7) initiate plans and programs to maintain infation confidentiality and security
awareness;

1.8) ensure that the implementation of informationfidentiality and security controls is
coordinated across the organization.
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community organizations, health facilities, regiboanational databases or warehouses as
well as international organizations. The potertaaks of the CSO are described in Box 2.

6.2.8 A security breach or breach of confidenyaihould be reported to the proper party,
including the CSO. Breaches in procedure whichata@sult in exposure of any
confidential data to any unauthorized persons eaadaressed within the facility where
the breach occurred. Breaches in confidentialibyyéver, must be reported to the top
management level of the sponsoring organizationhBaeach should be investigated
immediately to assess the cause and to implememdies and prevent future breaches.

6.2.9 Policies must specify penalties for breachegcurity. These should include both
personnel policies within organizations for breachesulting from any staff member’s action
or inaction, up to and including dismissal. Thisynatéso include legal sanctions for more
serious breaches, especially in circumstances vtherBreach was intentional.

6.2.10 Staff access to information, whether foadatllection, use, dissemination, or
disposal, must be based on the role assigned &tdaffenember (Box 3). For example,
clinical staff would need full access to individuatords within their facilities, but not,
usually, across facilities; district supervisoret@ccess to data from across their districts,
but not necessarily to personally identifying dategept under special

circumstances such as focussed evaluations ortigagsn of breaches; data analysts will
typically not need access to personally identikadhta.

6.2.11 Staff access to equipment and hardwarefosedllecting, storing, or disposing of
HIV related information must be based on the relEgned to the staff member (Box 3).

6.2.12 Systems used for the authentication of ataféssing HIV related data must be robust
and secure and must include procedures for withdgaccess rights when staff is no longer
employed at the site.

6.2.13 Sessions on electronic systems must be setd-out after a defined period of user
inactivity.

6.2.14 All components of the system ensuring camficlity and security need to be
independently validated and tested.

6.2.15 Secure codes used as passwords for thegauopadentifying staff to a computer
application need to be generated using up-to-adteare engineering standards, methods
and practices.

6.2.16. Access to and uses of information from weddiecords or HIV program information
by non-members of staff must only take place withm context of a policy defining proper
uses and management of the data. Such a policyddliess rules for access, use,
dissemination and disposal of data.
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Box 3: Role based access control

The information systems developed to support Hiwises involve different personnel performing
a range of roles which require different functiovithin the information systems. These roles
include those of doctors, nurses, data entry clegstems managers and others. It is appropriatg
identify the different roles that are important foaking the system work, and to identify the
responsibilities and data access needs of eachHe\fiis approach has substantial benefits in
defining needs for training, and for customizingteyn access, its primary importance in this
context is that it allows for access to confiddrdia to be independently defined for each role,
based on the needs of people in the role.

This approach restricts access to data and a sgshenctions to appropriately authorized users.
The approach can be applied to paper and electsgstems by defining ‘roles’ within the system
and defining for each ‘role’ which types of datafamnctions can be exercised or accessed.

It is important to note that individual users assigned specific roles but access to a system Ine

authenticated using their personal identificatiodes. Thus, even though a person’s access rights

are indicated by their ‘role,’ it is essential ls@record the user’s identity when that person

interacts with the data. This is needed for augitind staff management. The data included in the

activity logs are essential to investigating a bheim confidentiality.

Roles can be hierarchical so that sets of permmisstan be inherited. For example, the role
“medical staff” can be created for a care facibtglectronic medical record system. All users who
have the role “medical staff” can see the patiisht The role “physician” can bereated so that on

a physician can see a detailed medical recortielfale “physician” is determined from a physicign

being a member of “medical,” then physicians atematically allowed to view the patient list, by
all medical staff cannot automatically see indidtpatient records.

—

Role based access control identifies the functionsdata objects which must be controlled witt
system, it defines the permissions which can beena@dilable on these functions and objects, th
roles to which the permissions are granted, anageats to whom the roles will be assigned.

1%

Permissions can include:
1) *“view” allowing a role to see that a record ésis
2) “read” allowing a role to see the content of digect,
3) “write” to edit the content,
4) “create” to create a new object,
5) *“delete” to destroy the object,
6) “execute” allowing a role to perform some systemmction.

Agents are generally individual users, but cousibdle groups of users, or external applications|or

software programs. Role based access control pslimiplement local privacy and confidentiality

laws and principles. Generally speaking, they igsdccess to users and roles that have direct and

justifiable need for the functions and data whiwoh &ccess control policy protects. The access
assigned to a role is generally limited to the munin level required in order for the role to carry
out its official function. The information protectés not limited to private patient information. It
can also include aggregate data and de-identifigg@udo-anonymized data. Solid security
methods and protocols are critical in the impleragoh of good access control. However, good
confidentiality and privacy protection is defineg the policies which are used to implement the
access control parameters themselves.
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6.2.17 Risk analyses need to be performed to aiseg®tential security risks for security
breeches at all levels including data collectidorege, analyses and dissemination and to
determine the appropriate preventive measures takes if breeches occur. Box 4 contains
an illustrative example of such risk assessmenggidresses risks to data during
transmissions. A fuller discussion of potentiaksiand threat analyses, including potential
ways to deal with these will be described in andealdas an additional appendix in the final
version of the Guidelines.

6.3 Collection of Personal Identified Data

6.3.1These data are predominantly collected in commuonityealth facility settings. When
such data are collected, decisions regarding whgckonal data are to be collected and
stored must be based on the medical needs of tlempahe requirements of public health,
and the requirements of program monitoring anduatain. Data collection from persons
using community or health facility services is pahy aimed at enabling good quality
treatment and care over time and between sitesus@éef individual data for program
monitoring and evaluation or research must be /by culturally appropriate statutory
legislation with explicit individual consent, sttty sanctioned measures to use individual
data without explicit patient consent, or a combara

6.3.2 Personal identifiable data should be colttordy by people who have already signed a
confidentiality agreement.

6.3.3 Confidentiality and security guidelines mpisitect against the disclosure of data
during the data collection process, in additioprmtecting data during the storage, analyses
and feedback phases. For instance the converdstareen patients and the personnel in
charge of the collection must be done in a way tinauthorized people cannot hear the
personal data shared.

6.3.4 The collection of personal data should be& &&p minimum.

6.3.5 The tool chosen for the collection must goga the accuracy of the data stored.

6.4 Storage of Confidential Data

6.4.1 The amount of personal data to be storeddt@ubased on the medical needs of the
patient and the requirements to adequately moaiidrevaluate special programs or routine

healthcare, and should not be stored longer theassary.

6.4.2 Procedures should be in place to monitousigeof the system where the data are
stored in order to detect potential or actual sgcbreaches.

6.4.3 Threat or disaster analyses need to be paetbto assess all potential events which
could increase the risk of inadvertent releaseatd dr the destruction of these data at sites
housing HIV data, such as acts of vandalism, fieasthquakes, or typhoons. Appropriate
preventive measures need to be taken.
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Box 4: Assessment of threats to data in transit

This describes some basic threat types relatduetericoding and transport of information. It
does not assume any specifics regarding technalogge of cryptographic methods and
applies both to paper-based and electronic systEnesattacks described here only cover the
communication itself, they do not cover attacksimgjehe applications, the host computers, the
workflows, and staff associated with their use. Thesequences of security breach in data
transmission can result in:

. Falsified patient information being written to thgstem receiving the transmission (the
destination system);

. Loss of patient information at the destination syst

. Incorrect care delivery causing potential harmhi® patient;

. In appropriate identification of a patient (i.ebr@ach of confidentiality);

. Creation of non-existent patients;

. Abuse of the local health care system, such gitilheate access to drugs or services;

. Disruption of institutional operations, such asslo$ electronic communications.

1. Standard eavesdropping / data intercepti@m attacker attempts to read patient data being
transported over a communications channel. Thigklts effectively impossible to detect as it
will have no observable effect on the communicatiself. Intercepting a raw communication
stream is technically easy. If data are encrypted,attack causes no damage to individual
records; however, extended monitoring of a commatioo channel can be used to reveal flayws
in the security implementation and thus allow vultidities to be discovered, which can lea
decryption of data, authentication spoofing, etc.

2. Patient record modificationan attacker attempts to modify patient informatidmle it is in
transit over a channel of communication. This &ttzen be detected if mechanisms are in pldce
to validate data integrity. The level of complexitypends on encoding and transport protocdls.
This attack can go from easy to hard to implement.

3. Patient record blockan attacker attempts to block the transmissica eitient record,
effectively preventing the destination system fr@oeiving anything. This attack can be
detected using transport protocols. This attageiserally very easy since all it involves is
interrupting the communication channel.

4. Patient Record Insertiona patient record of non-existent patient is serat tlestination
system when there is no matching patient tranéfeariation on this attack is a patient record
replay attack where a legitimate patient recorddfer is resent by an attacker. This attack can
be detected. The level of complexity depends oding and transport protocols. A replay
attack is generally simpler to detect than a nexenekinsertion.

5. Patient Record Requedthis attack assumes that the transport protoediseoworkflows
support a request from a destination system faxasting patient record from a source system.
The attack is essentially requesting an existintgeparecord when no matching patient record
takes place. A variation of this is a request rngpltack where a valid patient record request i
replayed against a source system. Depending dnahgport protocols, this attack can be eagy
or hard to perform. As usual, a straight replagdsier than constructing a new request. This
attack is detectable.

6. Authentication Spoofingan attacker masquerades as an authorized systamento
request or receive patient information. This atteahk be detected. The complexity depends an
the transport protocols, channels, and overall Vimns.

7. Patient re-identification from anonymized datan attacker uses statistical techniques tc
the identity of an anonymized patient record preduior reporting or analysis purposes. This|
attack is effectively impossible to detect unlegsroaction is taken against the compromised
party
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6.4.4 Rooms containing individual medical record&lt/ program data, whether stored as
paper documents or electronically, must be propszbured to limit unauthorized access.

6.4.5 Data being moved within sites or from sitsite, whether on paper or on removable
data storage equipment, need to be properly secured

6.4.6 All removable or portable equipment needd@ioperly secured within facilities —
room or cabinets — which are locked and appropyia@nitored.

6.4.7 Fixed computers and other hardware need prvdperly secured using locks and
alarms.

6.4.8 ldentification tags must be applied to fixed portable equipment, so as to facilitate
the creation and maintenance of an inventory aradléav detection of equipment losses.
Furthermore, it is necessary to have an up-toidaentory of all fixed and portable
equipment.

6.4.9 In general, all data stored need to be basgedsually at physically separate facilities,
to prevent loss or damage to the stored data,cedable data recovery in the event of
natural disaster or other data loss. Thereforekugapolicies for patient data need to ensure
that backed up data are maintained with the sawet ¢é security as the original data being
used for patient management.

6.4.10 Data storage must anticipate changes tagedechnology over the anticipated life
span of the data system. As HIV therapy is expeitidi a life-long activity for infected
patients, stored data (including backups) mustdsmgically migrated to newer storage
media.

6.4.11 All additions, deletions, and modificatiagnselectronically stored data must be
recorded at all times in a separate file or loggd.generated during this process must be
secured, regularly reviewed, and safely stored.

6.4.12 Rigorous and frequent evaluation of netvearturity is required, which should
include ensuring the presence of effective firesvall other controls where required. All
computers need up-to-date anti-virus and intrusietection software.

6.4.13 Linking computers to different networks nes&albe done within the context of
preserving network security.

6.5 Use of Data

6.5.1 When data are to be used in a pseudo-anoegiform, they should be stripped of

personal identifiers as soon and as close as pessithe actual source of the raw
information.

Interim Guidelines --20



6.5.2 When key values, which allow tracing backi® original medical records, are
provided with the pseudo-anonymized data, suchviatyes should be treated with the same
precautions as identified data. To lower the riskreeches of confidentiality and security, it
is best that the link between the key values amsigpal identifiers is kept at the site where
the data were originally generated, typically & dommunity or health facility level, with
one or only a few people having access to the key.

6.5.3 Only those data shall be analyzed which Ih@en collected and stored according to
the guidelines which govern the data collectiorcpss. This can be sanctioned through
individual consent or statutory regulations.

6.5.4 All staff authorized to access and use infdgiom from medical records or HIV
program data must be individually held responsdibigrotecting the systems used to access
and use the data, as well as the information itself

6.5.5 Access for unauthorized persons to securgérsyg or data, for example cleaning
crews, should only be granted under the strictisigien of authorized persons and only
when the data are protected by adequate securdgunes.

6.5.6 A written policy should define the roles ndlividuals given access to HIV data and
their level of access.

6.5.7 A written policy should outline procedures fiandling mail at sites involved with HIV
data and in transferring data from one site tolzarot

6.5.8 Workspace for individuals with access to roaldiecords or HIV program information
must also be situated within a secure area.

6.5.9 When data are transferred electronicallydisgnand receiving parties will need to be
authenticated using public key infrastructure ao-factor authentication.

6.5.10 When data are transferred electronicalltg gatransit need to be encrypted using
appropriate protocols. This may include messaggyption, use of secured sessions, secured
internet lines, or two-factor authentication.

6.6 Dissemination of Information
6.6.1 Whenever possible, release of HIV-related dabuld be kept to a minimum.

6.6.2A written data release policy should exist andévgawed at regular intervals. This
needs to define the purpose and uses of HIV dathne which data elements can be
released and for which purpose, and must includeigipns to protect small denominator
population.

6.6.3 With increased use of mapping tools for gaphic display of data analyses, data
release policies must take special care not taenty identify individuals via too precise
location on geographical displays, i.e., they nisbrporate available geographic masking
techniques for display of confidential information.
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6.6.4 The provision of HIV program information fourposes beyond the needs of public
health, or of monitoring and evaluation of servjagasst be contingent on an appropriate
scientific protocol addressing a demonstrable nsigthjng of relevant confidentiality
statements, and subject to ethics committee atutiehal review board (IRB) approval.

6.6.5 Personal identifiable data are most likelpecsent only for clinical management issues
and should be sent only by and to people who hgved the relevant confidentiality
agreements.

6.6.6 Access to HIV information for non-public hibgburposes, for instance for legal issues,
should be granted only in circumstances involvimgthreat of imminent danger of grave
physical harm to individuals or populations.

6.6.7 Transfer of HIV data to those who maintaimeotdisease databases or a national Health
Management Information System, should be limitely tmthose organizations, which can
demonstrate equivalent security standards.

6.7 Disposal of Information

6.7.1 If old records are going to be kept, they méled to be stored ensuring full
confidentiality and security of HIV information.

6.7.2 If records are to be destroyed, both paperetectronic records should be destroyed,
including all data backups.

6.7.3 If modified datasets have been provided tdtheare professionals from outside the
institution, upon completion of the authorized wddtasets will have to be destroyed by the
professionals who analyzed them. Such parties make a written declaration indicating
that this has been done.

6.7.4 A written data archival policy should be proed.
7.0 Conclusions and Recommendations

7.1 For protecting data, three interrelated corxckptve an impact on the development and
implementation of protections for sensitive dathede are privacy, confidentiality, and
security.Privacyis both a legal and an ethical concept. The legatept refers to the legal
protection that has been accorded to an indivittuabntrol both access to and use of
personal information and provides the overall fraumik within which both confidentiality
and security are implementedonfidentialityrelates to the right of individuals to protection
of their data during storage, transfer, and userdier to prevent unauthorized disclosure of
that information to third partieSecurityis a collection of technical approaches that askire
issues covering physical, electronic, and procddspects of protecting information
collected as part of the scale-up of HIV services.

7.2 The public health goal is to safeguard thethasdlcommunities through the collection,
analysis, dissemination, and use of health dataghahust be carefully balanced with the
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individual’s right to privacy and confidentialitguidelines must allow for consideration of
relevant cultural norms, which may influence thpskcies, while ethical principles should
guide decision-making regarding the appropriateamgkdissemination of data. Overall,
guiding principles should be based on human rightgiples (section 5.1).

7.3 The purpose of defining health information edetiality and security principles is to
ensure that health data are available and usezhte the improvement of health, as well as
the reduction of harm, for all people, healthy antlhealthy. Pursuing this goal involves an
ongoing process of refining the balance betweenmag of benefits, which can and
should come from the wise and fullest use of datd, protection from harm, which can
result from either malicious or inadvertent inagprate release of individually identifiable
data. Appropriate policies, procedures, and teehmethods must be balanced to protect
both individual and public rights.

7.4 The risk of harm following a breach of confitlelity varies with the national or local
context according to levels of stigma, lack of coem@nsive public health safety nets, legal
traditions of respect of privacy, religious perdpass, and other local conditions.

7.5Within countries, privacy and confidentiality lawisould be in place, or developed if not
already in place, an@levant parameters of privacy or confidentialaw$s must be reviewed
and known by those involved with the data at athemistrative levels.

7.6 Quntries and organizations at all levels of thdtheare system should have a written
policy that defines security procedures concertiregway data are collected, stored,
transferred, and released. The policies need tmplemented at all relevant levels, and staff
must understand the policies and to have signedjeement stating that they will
implement them as part of their work. This will@algquire training new staff and updating
all staff on the relevant procedures.

7.7 Organizations at all levels of the countriesalthcare system and international
organizations must identify a Confidentiality anec8rity Officer (CSO) to be ultimately
responsible for the confidentiality and security-¥ information within that organization.

7.8 Development and review of confidentiality aedwrity laws and procedures should
include active participation from relevant stakelsos, including people living with HIV,
members of communities affected by HIV, health gardessionals, information technology
specialists, and legal and ethical experts.

7.9 Funding organizations should comply with th&tsedards and have an obligation to
make adequate funding available to implement ttserfficient to ensure protection of the
data collected and used. Funding organization mdagstrequire that maintaining these
standards is a condition for funding of any impletreg partners or agencies.

7.10 The different types of HIV information — pensbidentified, pseudo-anonymized,

anonymized, aggregated, and non-personal datausregayotection. Procedures for
protecting each different type of data must beieit|yl described.
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7.11 A number of organizational procedures nedzbttollowed to ensure safeguards for the
collection, transfer, storage, use, disseminaton, disposal of personal identified data and
other information (sections 6.2 — 6.7). Policied arocedures developed must cover both
paper-based and electronic systems.

7.12 The greatest threats to electronic informagigstems are generally not from outside
attack, but rather from issues inherent in theesgsdesign and implementation. These
threats fall into two categories: non-availabilitfydata due to system failure and user errors.

8.0 Next steps for completion of the guidelines

8.1 Completion of the sample Threat Analyses.

8.2 Development of a sample Institutional Poliog #rocedure.

8.3 Development and piloting of a Self Assessrgagram.

8.4 Development and application of a questionnaitgdNAIDS and PEPFAR focus
countries and PEPFAR implementing partners, tordete the utility and applicability of
the guidelines.

8.5 Obtain feedback on the interim guidelines from UNS and PEPFAR focus countries
and PEPFAR implementing partners, and incorpohaseféedback into the final guidelines.
8.6 Validate the guidelines by field testing theithim countries.

8.7 Translate the guidelines into several languages.

8.8 Develop strategies for building capacity tomupthe implementation of confidentiality
and security activities in-country.
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APPENDIX 2: PROTECTING the CONFIDENTIALITY and SECU RITY
of HIV INFORMATION WORKSHOP AGENDA
15-17 May 2006, Geneva, Switzerland

Day One: Moderator — Steve Yoon
8.30 — 9.00 Registration
9.00 — 9.15 Welcome: Paul De Lay (UNAIDS), Xen $aniPEPFAR)
9.15 — 9.45 Objectives of Workshop: Eddy Beck
Description of Framework: Xem&ses

9.45 — 10.30 Country presentations :

Botswana: John Puvimanasin@mprakash Chandra

Brasil: Cledy Eliana Dos Saitdosé Américo Serafim

Russia: Anna Korotkova/ Nagalyanasheva
10.30 — 10.45 Provider and user of services isdiyeba Mungherera
10.45 — 11.15 Coffee
11.15 — 11.45 Ethical issues: Ruth Macklin.
11.45 —12.15 Legal issues: Lance Gable.
12.15 - 12.50 Discussion
12.50 — 13.00 Working group logistics: Eddy BeckiX&antas
13.00 — 14.00 Lunch
14.00 — 17.00 Working groups (5) work
18.30 Reception

Day Two: Moderator - Eddy Beck

9.00 — 13.00 Working groups (continued)
13.00 — 14.00 Lunch
14.00 — 18.30 Report back of individual Working ype
14.00 — 16.00 Working groups 1-3 and discussion
16.00 — 16.30 Coffee
16.30 — 18.30 Working groups 4& 5 and discussion

Day Three: Moderator - Xen Santas
9.00 — 11.00 Similarities and differences at ddfarlevels: Mark Shields
11.00-11.30 Coffee
11.30- 13.00 Next steps and time-lines.
13.00 Closure: Paul De Lay
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APPENDIX 3 GLOSSARY

AccessThe ability or the means necessary to read, wnta]ify, or communicate
data/information. To gain entry to a data systerorder to read or write data. The
entrance to the Internet or other online serviceatwork.

Access controlA cohesive set of procedures (including managentecinical, physical,
and personnel procedures) that are designed toeassa given level of reliability that an
individual:

is the person he or she claims to be (authentitgtio

has a verified need to have access to the infoomatystem,

has been authorized to perform the action or adbesdata, and
is doing so from an authorized place using an aizéd process.

AES (Advanced Encryption Standard)In cryptography, the Advanced Encryption
Standard (AES) is a block cipher adopted as anyption standard by the U.S.
government. It is expected to be used worldwidearalyzed extensively, as was the
case with its predecessor, the Data Encryptiondatah(DES). AES was adopted by
National Institute of Standards and Technology (NI& US FIPS PUB 197 in
November 2001 after a 5-year standardization psoces

The cipher was developed by two Belgian cryptogeaphJoan Daemen and Vincent
Rijmen. AES is fast in both software and hardwareelatively easy to implement, and
requires little memory. As a new encryption staddéris currently being deployed on a
large scale. AES has a fixed block size of 1284dniid a key size of 128, 192 or 256 bits.

Aggregated datalnformation, usually summary statistics, which nieeycompiled from
personal information, but is grouped in a manneraxliude the identification of
individual cases. An example of properly aggregal&ta might be, “Whiteacre County
reported 1,234 cases of AIDS during 1997 among a&hgs.” An example of improperly
aggregated data might be, “Blackacre County reddti234 cases of AIDS during 1997
among Hispanics and 1 case among American Indians.”

Analysis data, datasets, or databas@& dataset created by removing personal data (e.g.,
names, addresses, postal codes, and telephone rsyrsddéhe record or records cannot
be linked to an individual, but still allow the raming data to be analyzed.

Antivirus program A software program designed to protect a comparefor network
against computer viruses. When a virus is detethedcomputer will generally prompt
the user that a virus has been detected and recodnameaction such as deleting the
virus.

Audit An independent examination of information systems jprocesses to detect
unauthorized activities.
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Audit log A chronological listing of access to informatiorsoerces. Items that are
typically logged include: user ID, time of accagsources that were accessed, device
used to access the information and modificatioaswere made.

Authentication Verifying the identity of a user who is loggingtora computer system
or verifying the origin of a transmitted messagath®entication depends on four classes
of data, generally summarized as ‘what you kneviaat you have,' ‘what you are,' and
'‘what you do.’

Authorized accessAs determined by the CSO or a designee, the psionigranted to
individuals to see confidential data that poteftiabuld be identifying or linked to an
individual. The CSO or designee should make theserchinations according to role-
based or need-to-know responsibilities.

Authorized personnel Those individuals employed by the program whariter to
carry out their assigned duties, have been graatteess to confidential information.
Authorized personnel must have a current, signggkaved, and binding nondisclosure
agreement on file.

Availability The accessibility of a system resource in a tinnedyner; for example, the
measurement of a system's uptime or accessibiitgxisting communications
infrastructure. Availability is one of the six fuahental components of information
security.

Biometrics The biological identification of a person, whigitiudes characteristics of
structure and of action such as iris and retingepas, hand geometry, fingerprints, voice
responses to challenges, and the dynamics of hateiwsignatures. Biometrics is a
more secure form of authentication than typing wasds or smart cards, which can be
stolen; however, some forms have relatively higlurfa rates. Biometric authentication

is often a secondary mechanism in two-factor auib&tion (the first being a password)

BIOS (basic input/output system)The built-in software that determines what a
computer can do without accessing programs fromska @n personal computers, the
BIOS contains all the code required to controlkbgboard, display screen, disk drives,
serial communications, and a number of miscellaadonctions. Passwords can be
added to the BIOS.

The BIOS is typically placed in a Read-Only Mem{ROM) chip that comes with the
computer (it is often called a ROM BIOS). This emsuthat the BIOS will always be
available and will not be damaged by disk failutealso makes it possible for a
computer to boot itself. Because Random-Access MgIfivAM) is faster than ROM,
many computer manufacturers design systems sthth&IOS is copied from ROM to
RAM each time the computer is booted. This is knasrshadowing. Many modern PCs
have flash BIOS, which means that the BIOS has bessrded on a flash memory chip,
which can be updated if necessary. Access to a ctarip BIOS can often bypass other
security controls on that computer.
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Breach A breach is a condition of departure from estélgiispolicies or procedures. A
breach can only be understood in view of a writeference point that describes the
desired condition and the link between that coadiind the objectives associated with
maintaining the condition. A breach is an infraotar violation of a standard, obligation,
or law. A breach in data security would include amauthorized use of data, including
de-identified data. A breach, in its broadest semsg be caused by an act of God, a
person, or an application/system and may be mabaio nature or purely unintended.
An example of a malicious breach would be if statiéntionally, but without
authorization, released patient names to the publiexample of an unintended breach
would be if patient records were inadvertently iefa public area to which unauthorized
persons have access. A breach does not necessadly that sensitive information was
released to the public or that any one person wesdd. A minor infraction, like
forgetting to lock a file drawer containing sengtinformation (even if inside a secure
area), constitutes a breach of security protocebaspared with a breach of
confidentiality.

Other examples of possible breaches:

»= A hacker gains access to an internal machine eanternet or a dial-up
connection.

= A trusted programmer introduces a program intgpttoeluction environment that
does not behave within expected limits.

= A technician creates a backdoor into the operaifansystem, even for positive
and beneficial reasons, that alters the informghiatection provided.

= After having been entered into a computerized @tsfidential forms are left for
removal in the standard paper waste process ipanlypaccessible location.

Breach of confidentiality A security infraction that results in the relea$grivate
information with or without harm to one or moreiwviduals.

Certificate See Digital certificate.
CDC the U.S. Centers for Disease Control and Preventio

Certification authority or certificate authority An organization that issues digital
certificates (digital IDs) and makes its public keigely available to its intended
audience.

ChecksumA value used to ensure data are stored or trareimitithout error. It is

created by calculating the binary values in a blofc#ata using some algorithm and
storing the results with the data. When the dagaetrieved from memory or received at
the other end of a network, a new checksum is ct&oipand matched against the
existing checksum. A non-match indicates an edwst as a check digit tests the
accuracy of a single number, a checksum testsck bliodata. Checksums detect single
bit errors and some multiple bit errors, but areasoeffective as the Classes,
Responsibilities, and Collaborations (CRC) desigithod. Checksums are also used by
antivirus software to determine if a file has cheshgince the last time it was scanned for
a virus.
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Cipher text Data that have been coded (enciphered, encryptedded) for security
purposes. Contrast wiftlain textandclear text

CISSP The Certified Information Systems Security Proi@sal (CISSP) exam is
designed to ensure that someone handling competarity for an organization or client
has mastered a standardized body of knowledgecditiéication was developed and is
maintained by the International Information Systeesurity Certification Consortium
(ISC?). The exam certifies security professional&0 different areas:

1. Access control systems and methodology

2. Application and systems development security

3. Business continuity planning & disaster recoyaanning
4. Cryptography

5. Law, investigation, and ethics

6. Operations security

7. Physical security

8. Security architecture and models

9. Security management practices

10. Telecommunications and networking security

Clear text Same agplain text

Collection The process of gathering or obtaining personalthéaflormation.
Information can be obtained directly - for examfitem a client's authorized legal
representative or another care provider.

Confidential information Any information about an identifiable person or
establishment, when the person or establishmertiding the data or described in it has
not given consent to make that information pubtid &vas assured that such data would
not be made public when the information was cadléct

Confidential record A record containing private information about adividual or
establishment.

Confidentiality The ethical principle or legal right that a phyaicor other health
professional will hold secret all information reddtto a patient, unless the patient gives
consent permitting disclosure.

Confidentiality and Security Officer (CSO) The official who accepts overall
responsibility for implementing and enforcing theseurity standards and who may be
liable for breach of confidentiality. The CSO shibbk a high-ranking official, for
example, a division director or department chiefrad|VV/AIDS monitoring and
evaluation. This official should have the authotdymake decisions about program
operations and should serve as one of the corftagisiblic health and medical
professionals as well as the HIV-affected commuaitypolicies and practices associated
with HIV/AIDS data collection activities. The CS®tiesponsible for protecting data as
they are collected, transmitted, stored, analyaad,released and must certify annually
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that all security program requirements are being iiif@e organization's security policy
must indicate the CSO by name.

ConsentVoluntary agreement with what is being done opps®ed (expressed or
implied) by another.

CookiesData created by a web server that are storedusers computer either
temporarily for that session only or permanentlytiog hard disk (persistent cookie).
Cookies provide a way for the web site to identifgers and keep track of their
preferences. They are commonly used to maintaisttite of the session. The cookies
contain a range of Uniform Resource Locators (URIksaddresses) for which they are
valid. When the web browser or other Hypertext $fanProtocol (HTTP) application
sends a request to a web server with those URLis,dgalso sends along the related
cookies. For example, if the user ID and passwogdstored in a cookie, it saves the user
from typing in the same information all over againen accessing that service the next
time. By retaining user history, cookies allow tireb site to tailor the pages and create a
custom experience for that individual. A lot of pemnal data reside in the cookie files on
the computer. As a result, this storehouse of pgiugformation is sometimes the object
of attack. A browser can be configured to preveakees, but turning them off entirely
can limit the web features. Browser settings tylpyadefault to allowing first party
cookies, which are generally safe because thegrdyesent back to the web site that
created them. Third party cookies are risky bec#usg are sent back to sites other than
the one that created them. To change settings,ftomdke cookie options in the Options
or Preferences menu within the browser.

Cookie poisoningThe modification of or theft of a cookie in a usenachine by an
attacker in order to release personal informatwokies that log onto password-
protected web sites automatically send usernam@assivord. Thieves can thus use
their own computers and confiscated cookies toremtéms' accounts.

Cryptography The conversion of data into a secret code forstrassion over a public
network. The original text or plain text is conwsttinto a coded equivalent called cipher
text via an encryption algorithm. The cipher textiecoded (decrypted) at the receiving
end and turned back into plain text. The encrypélgorithm uses a key, which is a
binary number that is typically from 40 to 256 biidength. The greater the number of
bits in the key (cipher strength), the more posskay combinations and thus the longer
it would take to break the code. The data are gtedyor locked by combining the bits in
the key mathematically with the data bits. At theeiving end, the key is used to unlock
the code and restore the original data.

Cryptographic key A numeric code that is used to encrypt text faus#y purposes.

Data stewardsRefers to individuals responsible for the creatibthe data used or
stored in organizational computer systems. The statmard determines the appropriate
sensitivity and classification level and reviewattlevel regularly for appropriateness.
The data stewards have final responsibility fotgeting the information assets and are
responsible for ensuring the information assetsuttteir control adhere to local
policies. The data steward is one or more of theviing:
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The creator of the information

The manager of the creator of the information

The receiver of external information

The manager of the receiver of the external infaiona

De-identification Data records are de-identified when these reamdtripped of
individual data elements which are directly rela@dn individual or the individual's
relatives, employers, or household members. Thisides both the obvious identifiers
and those that might not be so apparent. Exampbhsde removing reference to
geographic subdivisions smaller than a state (saddress, city, county, precinct, etc.),
including postal codes; removal from dates direalated to the individual, all elements
of dates except the year (date of birth, admisdaie, discharge date, date of death, etc.);
deletion of national identifiers such as the Udial security numbers; medical record
numbers; health plan numbers; vehicle identific@gerial numbers, including license
plate numbers; and any other unique identifying bemcharacteristic, or code. De-
identification can be accomplished either by remgwntirely a specific list of data
elements, or alternatively via aggregating somie$e variables (e.g., aggregating dates
into years, or geographic locations into stateshghat the number of persons in each
aggregated unit is sufficiently large (e.g., ab80eD00 persons).

Denial of service (Do$A DoS attack is a form of attacking another cotepor
organization by sending millions or more requestsg, login requests, every second,
causing the network to slow down, cause errorshat down. Because it is difficult for a
single individual to generate a DoS attack, these$ of attacks are often created by
another organization and/or worms that run suriiep8ly on third-party computers to
create a DoS attack.

DES (Data Encryption Standard)An algorithm that encrypts and decrypts data in 64
bit blocks, using a 64-bit key (although the effexkey strength is only 56 bits). It takes
a 64-bit block of plain text as input and outputabit block of cipher text. Since it
always operates on blocks of equal size and it betspermutations and substitutions in
the algorithm, DES is both a block cipher and alpot cipher. DES is less secure than
the newer AES (Advance Encryption Standard), whisbs a longer key length (at least
128 bits) and different encryption algorithm.

DHHS the U.S. Department of Health and Human Services.

Digital certificate The digital equivalent of an ID card used in cowjiion with a public
key encryption system. Also called digital IDs, ithgicertificates are issued by a trusted
third party known as a certification authority ertificate authority (CA).The CA
verifies that a public key belongs to a specifigaorization or individual, and the
certification process varies depending on the le¥ekrtification and the CA itself, but
should include some method of non-online verifimatof identity, such as the visual
inspection of a driver's license, notarizationfiegerprints. The digital certificate
typically uses the X.509 file format and contairs &d user information, including the
user's public key. The CA signs the certificatectsating a digest, or hash, of all the
fields in the certificate and encrypting the haalue with its private key. The signature is
placed in the certificate. The process of verifyihg signed certificate is done by the
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recipient's software such as a web browser or ¢pragram. The software uses the
widely known public key of the CA to decrypt thgsature back into the hash value. If
the decryption is successful, the identity of teerus verified. The software then
recomputes the hash from the raw data (clear iexitle certificate and matches it against
the decrypted hash. If they match, the integritthef certificate is verified. A signed
certificate is typically combined with a signed s&ge, in which case the signature in the
certificate verifies the identity of the user whilee signature in the message verifies the
integrity of the message content. The fact thantleesage is encrypted ensures privacy
of the content. The CA keeps its private key vaguse, because if it were ever
discovered, false certificates could be created.

Digital signature A digital guarantee that a file has not been atteas if it were carried
in an electronically sealed envelope. The signaties encrypted digest (one-way hash
function) of the text message, executable or dilerThe recipient decrypts the digest
that was sent and recomputes the digest from tieaved file. If the digest matches the
file, it is proven to be intact and tamper freeexeived from the sender.

Disaster recoveryA plan for duplicating computer operations afteasastrophe occurs,
such as a fire, flood, earthquake, or vandalisimcludes routine off-site backup as well
as a procedure for activating necessary informagystems in a new location.

DisclosureThe release of personal health information to @tparty for specific and
defined purposes.

Distributed denial of serviceOn the Internet, a distributed denial-of-servio®(S)
attack is one in which a multitude of compromisgstams attack a single target, thereby
causing denial of service for users of the targstestiem. The flood of incoming
messages to the target system essentially fortesliitut down, thereby denying service
to the system to legitimate users. A hacker (ockeg begins a DDoS attack by
exploiting vulnerabilities in one computer systend anaking it the DDoS master. It is
from the master system that the intruder identified communicates with other systems
that can be compromised. The intruder loads crackiols available on the Internet on
multiple (sometimes thousands of) compromised ayst&Vith a single command, the
intruder instructs the controlled machines to lduoce of many flood attacks against a
specified target. The inundation of packets tot#inget causes a denial of service. While
the press tends to focus on the target of DDoSk#tas the victim, in reality there are
many victims in a DDoS attack including the finalget and the systems controlled by
the intruder.

EMR (electronic medical record)An electronic patient record that resides in desys
specifically designed to support users by providingessibility to complete and accurate
data, alerts, reminders, clinical decision suppgstems, links to medical knowledge, and
other aid

Encryption The manipulation or encoding of information scotthialy parties intended to
view the information can do so. There are many wayscrypt information, and the
most commonly available systems involve public &ag symmetric key cryptography.
A public key system uses a mathematically pair¢é@fkeys, a public key and a private
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key. Information encrypted with a public key carydme decrypted with the
corresponding private key, and vice versa. Theegfgou can safely publish the public
key, allowing anyone to encrypt a message thabearead only by the holder of the
private key. Presuming that the private key is kndavonly one authorized individual,
the message is then accessible only to that omgdndl. A symmetric key system is
based on a single private key that is shared betwadies. Symmetric systems require
that keys be transmitted and held securely in adbe effective, but are considered to
be highly effective when the procedures are goatithe number of individuals who
possess the key is small. Under both systemsathjer the key, the more robust the
protection.

Encrypting File System (EFS)A feature of the Windows 2000 operating systend (an
later) that lets any file or folder be stored itpted form and decrypted only by an
individual user and an authorized recovery agelRE s especially useful for mobile
computer users, whose computer (and files) areestity) physical theft, and for storing
highly sensitive data.

Evaluation An activity or activities intended to determine tsignificance, worth, or
condition of, usually by careful appraisal and gtud

FAT32 (file allocation table) The method that the operating systems use to tkaelp of
files and to help the computer locate them on thk. &ven if a file is fragmented (split
up into various areas on the disk), the file altmzatable still can keep track of it.

FAT32 is an improvement to the original FAT systaimgce it uses more bits to identify
each cluster on the disk. This helps the compotste files easier and allows for smaller
clusters, which improves the efficiency of the hdigk. FAT32 supports up to two
terabytes of hard disk storage.

Firewall A method for implementing security policies degigrio keep a network secure
from intruders. It can be a single router thaefiétout unwanted packets or may comprise
a combination of routers and servers each perf@mame type of firewall processing.
Firewalls are widely used to give users securesactethe Internet as well as to separate
an organization's public web server from its ina&metwork. Firewalls are also used to
keep internal network segments secure; for exartipmeaccounting network might be
vulnerable to snooping from within the enterprisepractice, many firewalls have

default settings that provide little or no secutityess specific policies are implemented
by trained personnel. Firewalls installed to prottire networks are typically
implemented in hardware; however, software firegvalie also available to protect
individual workstations from attack. While muchatfhas been made towards excluding
unwanted input to the internal network, less atberthas been paid to monitoring what
goes out. Spyware is an application that keep& wha user's Internet browsing habits
and sends those statistics to a web site.

The following are some of the techniques used mlgoation to provide firewall
protection:

1. Network Address Translation (NAT) Allows onedmniet Protocol (IP) address,
which is shown to the outside world, to refer tooxm#P addresses internally, one on
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each client station. This service performs thedliation back and forth. NAT is found
in routers and is built into Windows Internet Coatn@n Sharing (ICS).

2. Packet Filter: Blocks traffic based on a speacifeb address (IP address) or type of
application (e-mail, File Transfer Protocol [FTREb, etc.), which is specified by
port number. Packet filtering is typically doneaimouter, which is known as a
screening router.

3. Proxy Server: Serves as a relay between twoanksybreaking the connection
between the two. Also typically caches web pages.

4. Stateful Inspection: Tracks the transactionnsuee that inbound packets were
requested by the user. Generally these can examiiigple layers of the protocol
stack, including the data, if required, so blockoag be made at any layer or depth.

Geographic masking techniquesTechniques which allow the performance of
meaningful analysis of geographic information, wiplrotecting the patient’s privacy and
confidentiality. Several countries, including theSUhave passed legislation which
requires certain data to be masked (i.e., remdved) publicly available data sets in
order to protect confidentiality

HIPAA Health Insurance Portability and AccountabilitytAf 1996. A law enacted by
the U.S. Congress which aims to protect healthrarsze coverage for workers and their
families when they change or lose their jobs. TliEsA’Administrative Simplification”
(AS) provisions require the establishment of natl@tandards for electronic health care
transactions and national identifiers for providésalth insurance plans, and employers
with the United States. These provisions also addiige security and privacy of health
data. The standards are meant to improve theeffigi and effectiveness of the nation's
health care system by encouraging the widespreadfuslectronic data interchange in
the U.S. health care system.

HIS (Health Information System) The resources, devices, and methods required to
optimize the acquisition, storage, retrieval, traission, and use of information within
the health care sector at a national level.

Identifiable data see Personal Identifiable data

Identity Whatever makes an individual recognizable andrdjsishable from all others
Individual "Individual," in relation to personal health infoation, means the individual,
whether living or deceased, with respect to whoenitfiormation was or is being
collected or created

IETF (Internet Engineering Task Force) The body that defines standard Internet
operating protocols such as Transmission Contmtideol/Internet Protocol (TCP/IP).
The IETF is supervised by the Internet Societyrirge Architecture Board (IAB). IETF
members are drawn from the Internet Society's iddal and organization membership.
Standards are expressed in the form of Reques@Gdimments (RFC).

Information integrity The information is accurate, reliable and suitdbidts purpose.
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Information security Protection of informatiosystems against unauthorized acdess
or modification of information, whether in storageocessing, or transit, and against the
denial of service to authorized users or the pronisf service to unauthorized users,
including those measures necessary to detect, dodyand counter such threats.

IPSec (internet protocol security)A security protocol from the IETF that provides
authentication and encryption over the InternetikérSecure Sockets Layer (SSL),
which secures communications between two applicgtii®’Sec secures everything in the
network. Also unlike SSL, which is typically buitito the web browser, IPSec requires a
client installation. IPSec can access both webramdweb applications, whereas SSL
requires a work around for non-web access sucieashfaring and backup. Since IPSec
was designed for the IP protocol, it has wide ingusupport and has become the
standard for virtual private networks (VPNS) on thiernet.

ISO (International Organization for Standardization) An international standard-
setting body composed of representatives from natistandards bodigSounded on
February 23, 1947, the organization produces wwitte industrial and commercial
standards, the so-called ISO standards. It is thrédis largest developer of standards
(mainly technical): more than 16,000 internatiomaims in total.

Participants include several major corporationsardast one standards body from each
member country. ISO is not an acronym; it comemftbe Greek wordsoc (is09,

meaning "equal”.

IT (information technology) A broad subject concerned with the use of technoiog
managing and processing information, especiallgiige organizations.

In particular, IT deals with the use of electroomnputers and computer software to
convert, store, protect, process, transmit, aneexet information. For that reason,
computer professionals are often called IT spestgbr business process consultants, and
the division of a company or university that deaith software technology is often

called the IT department. Other names for therlaite information services (1S) or
management information services (MIS), managedaeproviders (MSP)

Kerberos A security system developed at the Massachusetiute of Technology that
authenticates users. It does not provide authasizéb services or databases; it
establishes identity at logon, which is used thhmug the session.

Key See Cryptographic key.

Key fob An electronic device that provides one part dire¢-part match to log in over
an non-secure network connection to a secure netwbe device may have a keypad on
which the user must also enter a secret persoaaliftation number (PIN) in order
retrieve an access code, or it could be a disptdy-@evice such as a VPN token that
algorithmically generates security codes as paat @fallenge/response authentication
system. The most well-known example of the lagtpetis RSA's SecurlD token.

Keystroke loggerA program or hardware device that captures eveyydepression on
the computer. Also known as keystroke cops, theyuaed to monitor an employee's
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activities by recording every keystroke the usek@saincluding typos, backspacing, and
retyping.

LAN (local area network) Any computer network technology that operatesgtt h
speed over short distances (up to a few thousanerspeA LAN may refer to a network
in a given department or within a given firm or gas. It differs from computer
networks that cross wider geographic spaces suttiobas networks on a wide area
network (WAN). A LAN does not use the public arésriof the Internet like intranets and
virtual private networks.

Management controlsControls that include policies for operating imf@tion systems
and for authorizing the capture, processing, seragd transmission of various types of
information. They also include training of staffjevsight, and appropriate and vigorous
response to infractions.

Monitoring and evaluation A management tool that is built around a formalcesss for
evaluating performance and impact using indicattuas help measure progress toward
achieving intermediate targets or ultimate goala pfoject implementation. Monitoring
systems comprise procedural arrangements for negylstematic data collection,
analysis, and reporting. An evaluation typicallglgres information in order to assess value,
worth, or impact of the project. Additionally itd&s at the dynamics of developmental
interventions and identifies the reasons for hatlesss and failure, and how one can learn from
both.

Need-to-know accest/nder exceptional circumstances that are notlstipd in program
policies, the case-by-case granting or denyingutti@ized access to case-specific
information. This type of access is not routinet tather it is for unusual situations and
occurs only after careful deliberation by the C&@ancurrence with other public health
professionals.

NIST (National Institute of Standards and Technolog) Located in Washington, DC,
it is the standards-defining agency of the U.S egoment; formerly, the National Bureau
of Standards. Sd#tp://www.nist.gov.

NTFS (NT File System)One of the file systems for the Windows NT ope&m@gystem
(and later). Windows NT also supports the FAT $§ystem. NTFS has features to
improve reliability, such as transaction logs téphrecover from disk failures. To control
access to files, you can set permissions for dirext and/or individual files. NTFS files
are not accessible from other operating systents asi®OS. For large applications,
NTFS supports spanning volumes, which means fibelstirectories can be spread out
across several physical disks.

OMB U.S. Office of Management and Budget.
Patch managemeniThe installation of patches from a software vermao an

organization's computers. Patching thousands ofdP@servers is a major issue. A
patch should be applied to test machines firstrieedeployment, and the testing
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environments must represent all the users' PCsthgih unique mix of installed
software.

PEPFAR The U.S. President’'s Emergency Plan for AIDS Retieb-year, $15 billion
initiative enacted to provide HIV care, treatmeartd prevention services to 2, 7, and 10
million persons, respectively, who are affectedHdy in countries in Africa, Asia, and
the Caribbean.

Personal datalnformation about the characteristics or actigitid an identifiable person,
including information about individuals who may rioe explicitly identified. It differs
from apersonal identifiable datay the fact that not every personal data may led ts
determine the identity of the person, for exampkeage of the individual.

Personal identifiable datalnformation about the characteristics or actigitté an
identifiable natural person, including informatiabout individuals who may not be
explicitly identified, but whose identity could b#erred from elements of the data.

Personal identifier A datum, or collection of data, that allows thesgessor to determine
the identity of a single individual with a specdidegree of certainty. A personal
identifier may permit the identification of an ingual within a given database. Bits of
study data, when taken together, may be used mifig@an individual. Therefore, when
assembling or releasing databases, it is impottalé clear which fields, either alone or
in combination, could be used to such ends, andiwtwntrols provide an acceptable
level of security.

Personnel controlsStaff member controls such as training, separatfatuties,
background checks of individuals, etc. Comparehtgscal and technical access controls.

Physical access control€ontrols involving barriers, such as locked doeesled
windows, password-protected keyboards, entry Iggards, etc. Compare to personnel
and technical access controls.

PKI (public key infrastructure) A secure method for exchanging information withim
organization, an industry, a nation, or worldwidePKI uses the asymmetric encryption
method (also known as the public/private key meXtiodencrypting identifiers,
documents, or messages. Also, Gegptography It starts with the certificate authority
(CA), which issues digital certificates (digitald]pthat authenticate the identity of people
and organizations over a public system such aktkenet. The PKI can also be
implemented by an enterprise for internal use tbenticate users that handle sensitive
information. In this case, the enterprise is it 3d@®A. The PKI also establishes the
encryption algorithms, levels of security, and rifigttion policy to users. It not only deals
with signed certificates for identity authenticatidout also with signed messages, which
ensures the integrity of the message so the retigr@ws it has not been tampered with.
The PKI also embraces all the software (browsersai programs, etc.) that supports
the process by examining and validating the cediéis and signed messages.

Plaintext Normal text that has not been encrypted and datada by text editors and
word processors. Contrast with cipher text.
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Privacy The legal protection that has been accorded ta@mwidual to control both
access to and use of personal information. Pripaciections vary from one jurisdiction
to another and are defined by law and regulatiBngacy protections provide the overall
framework within which both confidentiality and seity are implemented.

Private key The private part of a two part, public key crypeghy system. The private
key is kept secret and never transmitted over\aarét

PseudeanonymizedIndividual level information which has been strigps certain
identifiers - like names, addresses, etc. In mases, this identifying information will
have been replaced with a randomized identifideegrvalue that can be used, if
necessary, to link the record with the person’siocadecord maintained at an individual
health care facility. Data of this type are obtdifitdm communities, health facilities,
vital statistics or other data sources. They mayrdmesferred and managed within a data
warehouse, which could be at regional or natioexlIl

Public key The published part of a two part, public key cography system -- in
contrast to the private key, which is known onlytie owner.

RAM (random-access memory)A type of computer memory that can be accessed
randomly; that is, any byte of memory can be a@akgsthout touching the preceding
bytes. RAM is the most common type of memory foimdomputers and other devices,
such as printers. There are two basic types of Rdyviamic RAM (DRAM) and static
RAM (SRAM).

The two types differ in the technology they uséatd data, dynamic RAM being the
more common type. Dynamic RAM needs to be refreshedsands of times per second.
Static RAM does not need to be refreshed, whichemdkfaster; but it is also more
expensive than dynamic RAM. Both types of RAM aodatile, meaning that they lose
their contents when the power is turned off.

Records retention policyAssigning a length of time and date to paper ectebnic
records to establish when they should be archivetstroyed.

Risk In the context of system security, the likelihdbdt a specific threat will exploit
certain vulnerabilities and the resulting effecttwdt event. A thorough and accurate risk
analysis would consider all relevant losses thgihtnbe expected if security measures
were not in place. Relevant losses can includeetosaused by unauthorized uses and
disclosures and loss of data integrity that wodekpected to occur absent the security
measures. One common risk is that an authorizedcoséd inadvertently or purposely
make a change to data which could affect patiert. @nother risk is that data may be
lost or modified in transmission. Software bugsuses and worms, hardware
malfunctions, acts of vandalism, and natural desastuch as fire or flood also can
compromise data integrity or system availability.

Risk managementThe optimal allocation of resources to arrive abst-effective
investment in defensive measures for minimizindhsagk and costs in a particular
organization.
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Role-based accesaccess to specific information or data grantedemied by the CSO
depending on the user's job status or authoritiesRtypically group users by their work
function. This control mechanism protects datasysiem integrity by preventing access
to unauthorized applications. In addition, definawgress based on roles within an
organization, rather than by individual users, difi@s an organization's security policy
and procedures. Compare to need-to-know access.

ROM (read-only memory) Computer memory on which data have been pre-redord
Once data have been written onto a ROM chip, tlaeynat be removed and can only be
read. Unlike main memory (RAM), ROM retains its tamts even when the computer is
turned off. ROM is referred to as being nonvolatidereas RAM is volatile.

Most personal computers contain a small amount@i¥IRhat stores critical programs
such as the program that boots the computer. Iiti@dROM is used extensively in
calculators and peripheral devices such as lagges, whose fonts are often stored in
ROM. A variation of a ROM is a PROM (programmal#ad-only memory). PROMs are
manufactured as blank chips on which data can beewmwith a special device called a
PROM programmer.

RSA (Rivest-Shamir-Adleman)A highly secure cryptography method by RSA Segurit
Inc., Bedford, MA (www.rsa.com). It uses a two-plegt/. The private key is kept by the
owner; the public key is published.

Data are encrypted by using the recipient's paic which can only be decrypted by
the recipient's private key. RSA is very computaiittensive; thus it is often used to
create a digital envelope, which holds an RSA-gutery DES key and DES-encrypted
data. This method encrypts the secret DES keyatdttban be transmitted over the
network, but encrypts and decrypts the actual ngesgaing the much faster DES
algorithm.

RSA is also used for authentication by creatinggéal signature. In this case, the
sender’s private key is used for encryption, aedstnder's public key is used for
decryption. See Digital signature.

The RSA algorithm is also implemented in hardw&A®RSA chips get faster, RSA
encoding and decoding add less overhead to thetmer

Sanitize Also known as disk wiping, sanitizing is the attlestroying the deleted
information on a hard disk or floppy disk to enstirat all traces of the deleted files are
unrecoverable. Software programs that can sucdbssénitize a diskette are available.

Script kiddie A person who uses scripts and programs developedhers for the
purpose of compromising computer accounts and fled launching attacks on whole
computer systems; in general, these persons doawvetthe ability to write said programs
on their own. Normally, this person is someone vghoot technologically sophisticated
and who randomly seeks out a specific weaknessthednternet to gain root access to a
system without really understanding what is beixgl@ted because the weakness was
discovered by someone else. A script kiddie idaaiting to target specific information
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or a specific organization, but rather uses knogdeaf a vulnerability to scan the entire
Internet for a victim that possesses that vulnétabi

Secret key cryptographyAlso referred to as symmetric cryptography. this more
traditional form of cryptography, in which a sindgley can be used to encrypt and
decrypt a message. Secret-key cryptography notdaedys with encryption, but it also
deals with authentication. The main problem witbreekey cryptography is getting the
sender and receiver to agree on the secret keputiinyone else finding out. This
requires a method by which the two parties can comoate without fear of
eavesdropping. However, the advantage of secretiiy@yography is that it is generally
faster than public-key cryptography. The most comnezhniques in secret-key
cryptography are block ciphers, stream ciphers,raeslsage authentication codes.

Secured arealhe physical confinement limiting where confidahtiata are available.
Only authorized staff have access to this area.s€bared area usually is defined by
hard, floor-to-ceiling walls with a locking door@&may include other security measures
(e.g., alarms, security personnel).

Security The collection of technical approaches that addisesies covering physical,
electronic, and procedural aspects of informatiangztion. Security includes the
prevention of unauthorized release of identifyinfprmation (e.g., preventing a breach
of confidentiality), as well as protecting the igitiy of the data by preventing accidental
data loss or system unavailability. Security measumclude methods to detect,
document, and counter threats to the confidentialiintegrity of the systems.

SLA (service level agreementThat part of a service contract in which a certauel of
service is agreed to between the customer andrdvedpr of the service. In addition to
the specified level of service, an SLA should consapport options, enforcement or
penalty provisions for services not provided, argoteed level of system performance as
relates to downtime or uptime, a specified leveduwstomer support and what software or
hardware will be provided and for what fee.

Smart cards A credit card sized card with a built-in micropessor and memory used

for identification or financial transactions. Whieiserted into a reader, it transfers data to
and from a central computer. It is more secure tharagnetic stripe card and can be
programmed to self-destruct if the wrong passwserehitered too many times. As a
financial transaction card, it can be loaded witfitdl money and used like a travelers
check, except that variable amounts of money caspbat until the balance is zero.
Within health care, the card can contain patieanidlying information, a complete
medical history, or both.

Spyware Software that sends information about an individuseb surfing habits to its
web site. Often quickly installed on a computecambination with a free download
purposefully selected from the web, spyware (atsmn as parasite software or
scumware) transmits information in the backgrousd aser moves around the web.

The license agreement may or may not clearly indiodnat the software does. It may
state that the program performs anonymous profilivijch means that a user's browsing
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habits are being recorded. Such software is usecktie marketing profiles. For
example, a person who accesses web site A, oftasses web site B and so on.
Spyware can be clever enough to deliver competiodyzts in real time. For example, if
a user accesses a web page to look for a miniveagheertisement for a competitor's
minivan might pop up.

Spyware organizations argue that as long as tlegatrrecording names and personal
data, but treat the user as a numbered individbhal mas certain preferences, they are not
violating a person's right to privacy. Neverthelesany feel their privacy has been
violated. The bottom line is that once users dedesgyware program in their computer, it
can be eliminated, albeit sometimes with much diffy. The downside is that people

can become suspect of every piece of softwareitistil.

SSL (secure sockets layerfhe leading security protocol on the Internet. Wha SSL
session is started, the server sends its publi¢dkéye browser, which the browser uses
to send a randomly generated secret key back teetiver in order to have a secret key
exchange for that session. Developed by Netsc&leh8s been merged with other
protocols and authentication methods by the IET& annew protocol known as
Transport Layer Security (TLS).

Super userSomeone with the highest level of user privileg®wan allow unlimited
access to a system's file and setup. Usually, sigmeris the highest level of privilege for
applications, as opposed to operating or netwoskesys. A super user could destroy the
organization's systems maliciously or simply byidenot.

Symmetric encryption Same asecret key cryptography

Technical access control€ontrols involving technology, such as requireradat
password use and change, audit of the electrormicoement, access to data controlled
through known software tools, and control overadtrction of changes to the
information technology environment (hardware, safty utilities, etc.). Compare to
personnel and physical access controls.

Threat An unwanted (deliberate or accidental) expresesiantent to execute action that
may result in harm to an asset.

Threat analysisAn analysis which identifies threats and definesst-effective risk
mitigation policy for a specific architecture, fuilemality, and configuration. It involves
the mapping of assets, modeling of threats, anidibgiof a mitigation plan that lowers
system risk to an acceptable level. The mitigagiam is composed of countermeasures
which are considered to be effective against tkatifled threats.

Trojan horse A program that appears legitimate, but perforrmesdlicit activity when

it is run. It may be used to locate password infttian, make the system more
vulnerable to future entry, or simply destroy progs or data on the hard disk. A Trojan
horse is similar to a virus, except that it doesraplicate itself. It stays in the computer
doing its damage or allowing somebody from a rersdteto take control of the
computer. Trojans often sneak in attached to agegee or other utility.
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Two-factor authentication The use of two independent mechanisms for auttegiun;
for example, requiring a smart card and a passwidrd.combination is less likely to
allow abuse than either component alone.

UNAIDS Joint United Nations Programme on HIV/AIDS. Thmaif UNAIDS is to help
mount and support an expanded response to the HD&Adandemic — one that engages
the efforts of many sectors and partners from gawent and civil society. Established in
1994 by a resolution of the U.N. Economic and SdCauncil and launched in January
1996, UNAIDS is guided by a Programme CoordinaBogrd with representatives of 22
governments from all geographic regions, the UNAIR&ponsors (including UNHCR,
UNICEF, WFP, UNDP, UNFPA, UNODC, ILO, UNESCO, WH@dthe World Bank),
and five representatives of nongovernmental orgdioizs (NGOSs), including
associations of people living with HIV/AIDS.

USAID (U.S. Agency for International Development)The U.S. agency that provides
economic, development and humanitarian assistaocga the world in support of the
foreign policy goals of the United States.

Virus A self-replicating computer program written toealthe way a computer operates,
without the permission or knowledge of the usewddh the term is commonly used to
refer to a range of malware, a true virus musticaf® itself, and must execute itself. The
latter criterion is often met by a virus which rag#s existing executable files with a
virus-infected copy. While viruses can be intengiyndestructive -- destroying data, for
example -- some viruses are benign or merely amgoyi

VPN (Virtual Private Networks) A network that is connected to the Internet, tsesu
encryption to scramble all the data sent throughiniternet so the entire network is
"virtually" private.

Vulnerability A security exposure in an operating system orratiistem software or
application software component. Security firms rteimdatabases of vulnerabilities
based on version number of the software. Any valbiity can potentially compromise
the system or network if exploited. For a datalssommon vulnerabilities and
exposures, visitttp://icat.nist.gov/icat.cfm

WAN (wide area network) A network of computers that can span hundreds or
thousands of miles. Unlike intranets and virtuavgtle networks, a WAN does not use
public internet arteries and is isolated from thblg domain.

WHO (World Health Organization) The United Nations specialized agency for health.
It was established on 7 April 1948. WHO's objecta® set out in its Constitution, is the
attainment by all peoples of the highest possilell of health. Health is defined in
WHO's Constitution as a state of complete physmoehtal and social well-being and not
merely the absence of disease or infirmity.

Worm a worm is a self-replicating virdbat does not alter files but resides in active
memory and duplicates itself. Worms use parts ai@rating systerthat are automatic
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and usually invisible to the user. It is commonvarms to be noticed only when their
uncontrolled replication consumes system resoustewjng or halting other tasks.
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APPENDIX 4 BIBLIOGRAPHY

1. Recommended Readings
Overall

1. CDC/HIV Incidence and Case Surveillance Bratiagchnical Guidance for

HIV/AIDS Surveillance Programs, Volume llI: Confide ntiality and Security

Guidelines,” 2006, 86 p.

http://www.cdc.gov/hiv/topics/surveillance/resowsfmiidelines/guidance/index.htm
Contains guidelines about confidentiality and ségusf U.S. domestic HIV/AIDS
Surveillance. It reflects CDC's recommendation est Ipractices for protecting
HIV/AIDS surveillance data and information. It détgrogram requirements and
security recommendations. These requirements, neemdations, and practices are
based on discussions with HIV/AIDS surveillancedmators, CDC's Divisions of
STD Prevention and TB Elimination, and security anthputer staff in other Centers
and Offices within CDC, and on reviews by state ladl surveillance programs.
The document describes 5 principles, and explasises and solutions for meeting
35 program requirements.

2. UK Depart. of HealthReport on the review of patient identifiable information,”

Caldicott report1997

http://www.dh.gov.uk/assetRoot/04/06/84/04/0406840#
Following the “The Protection and Use of Patient InformatiiuK Dep. Of Health,
1996), the Caldicott Committee had to review tlamsfer of patient-identifiable
information from National Heath Service organizasao other NHS and non-NHS
organizations. The Committee puts forward 16 recermdations and suggests 6
principles which can be applied to current flowslamy flows proposed in the
future.

3. Paul Douglas Fisher, PhD, James G.McDaniel, @dhadian Society for International
Health)
“Health Information Systems for low-Income Countries an Overview,” 2005, 106 p.
http://www.csih.org/what/schip/mgraph_en.pdf
An overview of health information systems (HIS)eneral and HIS in low-Income
countries in particular. Note: this is not focuseal security/confidentiality nor on
HIV.

4. The Information for Development Programf¢DeVv) “Improving health, connecting
people: the role of Information and Communication Technologies in the health
sector of developing countries,’2006, 58 p.
http://www.asksource.info/pdf/framework.pdf

The paper describes the major constraints and ehgks faced in using information
and communications technology (ICT) effectivelthenhealth sector of developing
countries. It draws out good practice for using l{DTthe health sector, identifies
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major players and stakeholders and highlights ptjoneeds and issues of relevance
to policy makers.

5. North American Association of Central Cancer iRegs ‘Data security and
confidentiality,” 2002, 56 p.
http://www.naaccr.org/filesystem/pdf/Data%20Confitiality%20Workshop%20Summa
ry.pdf

A report on data confidentiality and security, froine U.S., based on experience and
concrete cases, and containing rules and best me&tincludes:

-“Data and system security, monitoring and auditipglO describes the 7 layers of
security: physical, data links, network, transpassion, presentation and
application, from the ISO norms), as well as waysdcure and monitor the system

- “Data security and confidentiality from a busisgserspective,” p.20 provides a
concrete example for implementation

- “Some practical ways to safeguard confidentiglify.22 and “Protection of
confidentiality initiative”, p.24 are other examglef concrete implementations.
Appendix A is a check-list of best practices

6. National Cancer InstituteConfidentiality, Data Security, and Cancer Research

Perspectives from the NCI,”1999

http://www3.cancer.gov/confidentiality.html
This paper explores the tension in cancer resebstiveen the need to protect the
confidentiality of individuals and the need for ass to information. It proposes a
process and a series of measures that would maeverdosatisfactorily reconciling
these needs. The measures include creation ofdrart® unimpeded information
flow in order to prevent the inappropriate idergdtion of individuals, coupled with a
sensible consent policy allowing prospective pgdats in studies to make informed
choices.

Data release policy

7. CDC and Agency for Toxic Substances and DisBasggstry ‘CDC/ATSDR Policy on

Releasing and Sharing Data,’2003

http://www.cdc.gov/od/foia/policies/sharing.htm
The document contains policy on data release aadrgipthat balances the desire to
disseminate data as broadly as possible with tlesirte maintain high standards for
protection of sensitive information. The policycaénsures that CDC is in full
compliance with the Health Insurance Portabilitydafsccountability Act of 1996
(HIPAA),(where applicable) the Freedom of InformatiAct [FOIA], and the Office
of Management and Budget Circular A110, and thermétion Quality Guidelines.

8. CDC and Agency for Toxic Substances and DisBasgpstry ‘CDC - CSTE
Intergovernmental Data Release Guidelines Working &up (DRGWG),” 2005, 86
p.
http://www.cdc.gov/od/foia/policies/drgwg.pdir
http://www.cdc.gov/nchs/about/policy/policy.htm
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This report contains16 guidelines and 6 proceddoesmplementing the
“CDC/ATSDR Policy on Releasing and Sharing Data.d$#lguidelines (each
represents a minimum standard for CDC programs) prodtedures are
accompanied by a best practice statement. Not idégific.

9. Canada — Alberta governmelréedom of Information and Protection of Privacy

(FOIP) Act,” 2005, 66p.

http://foip.gov.ab.ca/leqislation/adthe entire Act)

http://foip.gov.ab.ca/resources/quidelinespractatespter7.cin{Rules and practices)
Provides a comprehensive source of reference oappkcation of the FOIP
legislation by public bodies in Alberta. It integis the Act and Regulation with
reference to rulings by the Information and Priv&&ymmissioner. It also sets out
roles and responsibilities and offers guidance ppraaches and procedures that are
intended to assist in the effective administratbbthe Act. Chapter 7 is dedicated to
protection of privacy.

Legal, ethical

10. Lawrence O. Gostin, James G. Hodigdel State Public Health Privacy Act; 1999,

59 p.

http://www.publichealthlaw.net/Resources/Resourbésmodelprivact.pdér

http://www.critpath.org/msphpa/modellaw5.htm
This act is a model state privacy law pertaininghe use of public Health
Information. The act is broken down into 6 spedafiticles:1 Acquisition of protected
Health Information (HI), 2 Uses of public HI, 3 Rlesures of protected HlI, 4
Security safeguards and record retention, 5 Faioimation practices, 6 Criminal
sanction and civil remedies.

11. Lawrence O. Gostin, Zita Lazzarini, KathleenMaherty ‘Legislative Survey of State
Confidentiality Laws, with Specific Emphasis on HIVand Immunization,”
http://www.epic.org/privacy/medical/cdc_survey.html

Examines current U.S. state and federal laws ptotgche confidentiality of health
information. It focuses on four specific areas: lwbealth information held by
government, privately held health care informatibity and AIDS-related
information, and immunization information.

12. Lawrence O. GostirPublic Health Law and Ethics: A Reader,”2003
http://www.publichealthlaw.net/reader/index.html

Provides a discussion and analysis of critical pepbs at the interface of law, ethics,
and public health. It is intended as a stand-alte and offers a detailed
commentary that defines a public health probleraaoh chapter, frames the relevant
guestions, and introduces the selected readings.cbmmentary also provides
additional resources, many of which are includedtmweb site, for readers
interested in further pursuing the subject mattethe chapter. See especially chapter
7 “Public health and the protection of individual righand chapter 10
"Surveillance and public health research: privacyldhe ‘right to know.
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13. Pat Sweeney, CD®taft: Ethical Principles and Guidelines for the Us of
Identifiable Public Health Data with a Focus on HIVVAIDS,” 2006
This document is written for the “UNAIDS HIV-Infaation Confidentiality and
Security Workshop, 15-17 May 2006, Geneva” foruisen purposes.

14. Amy L. Fairchild, Lance Gable, Lawrence O. GgdRonald Bayer, Patricia Sweeney,
Robert S. Jansse®tblic Goods, Private Data: HIV and the History, Ehics, and
Uses of Identifiable Public Health Information,” 2007Public Health Report2007
Supplement 1, Vol. 122

A concise history and discussion on the use ofopaisdentifiable information for
public health purposes.

15. CDC ‘HIPAA privacy rule and public health, guidance from CDC and the U.S.

DHHS,” 2003, 24 p.

http://www.cdc.gov/immwr/pdf/other/m2e411.pdf
The U.S. DHHS issued the Privacy Rule to implerttentequirement of the Health
Insurance Portability and Accountability Act of BB@HIPAA). The purpose of this
report is to help public health agencies and otharderstand and interpret their
responsibilities under the HIPAA Privacy Rule. klkere, comprehensive DHHS
guidance is located at the HIPAA website of théc®ffor Civil Rights.

Electronic security

16. Bruce SchneiefSecrets and Lies: Digital Security in a Networked Wrld,” 2004
John Wiley and Sons, ISBN471453803
Describes, using concise everyday analogies, tlagegfies hackers use to
compromise electronic data systems.

17.W. R. CheswickS. M. Bellovin andA. D. Rubin“Firewalls and Internet Security:
Repelling the Wily Hacker,” 2003, 464 p.
Addison-Wesley Professional Computing Sehigs://www.wilyhacker.com/
This technical book is written primarily for thetm®rk administrator who must
protect an organization from unhindered exposurthlinternet. It contains the
following sections: Security review, Threats, Sédeis and Services, Firewalls and
VPNSs, Protecting an organization, Lessons LearAgghendix on Cryptography.

18. International Organization for StandardizatitO/IEC 17799:2005 Information
technology - Security techniques - Code of practider information security
management,”2005
http://www.iso.org/iso/en/prods-services/popstdsfimationsecurity.htm{access
requires payment)

ISO/IEC 17799:2005 establishes guidelines and genemciples for initiating,
implementing, maintaining, and improving informati®ecurity management in an
organization. The objectives outlined provide gahguidance on the commonly
accepted goals of information security managem&@/IEC 17799:2005 contains
best practices of control objectives and contralghie following areas of information
security management:
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security policy; organization of information sedyriasset management; human
resources security; physical and environmental sgglcommunications and
operations management; access control; informasigstems acquisition,
development and maintenance; information secunitydent management; business
continuity management; compliance

19. National Institute of Standards and Technotd@wideline on network security
testing,” 2003, 92 p.
http://csrc.nist.gov/publications/nistpubs/800-4BMW-SP800-42.pdf

This detailed overview contains names of many téeisexample, a list of firewall
product names. Not HIV or health specific.

20. National Institute of Standards and Technolt@uidelines on Firewalls and Firewall
Policy,” 2002, 74 p.
http://csrc.nist.gov/publications/nistpubs/800-4880-41.pdf
This document provides introductory information abfirewalls and firewall policy
primarily to assist those responsible for netwogkigity. It addresses concepts
relating to the design, selection, deployment, mwathagement of firewalls and
firewalls environments. Not HIV or health specific.

21. National Institute of Standards and Technoltggcurity Self-Assessment Guide for
Information Technology Systems, revised20052005
http://csrc.nist.gov/publications/nistpubs/800-26&fing-of-800-53v1.doc

This technical document provides a comprehensimerge self assessment
guestionnaire. It includes more than 200 controlstnagement controls, operational
controls, and technical controls. Not HIV or headhecific.

22. National Institute of Standards and Technolodyy introductory Resource Guide for
Implementing the HIPAA Security rule,” 2005, 137 p.
http://csrc.nist.gov/publications/nistpubs/800-G8380-66.pdf

The guide identifies resources relevant to the ifpesecurity standards included in
the HIPAA security rule and provides implementagaamples for each. It focuses
on the safeguarding of electronic protected hemitbrmation.

2. Additional Material
Overall
23. Canadian Society for Health Informati¢igalth Information Glossary,”

http://www.cihi.ca/cihiweb/en/partner glossary mht
A 400 term-glossary related to this topic.

24. The UK Academy of Medical Sciencd3etsonal data for public good: using health
information in medical research,”
http://www.acmedsci.ac.uk/images/project/Persodél.p

The document outlines AMS concerns, and makes neendations for what they see
as possible improvements to research practice@rReit needed, according to the
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AMS, because data protection and other relatedslagion has often been interpreted
by regulatory bodies in contradictory and confusways. Because of the resulting
uncertainty, researchers are often advised thaspeal medical data cannot be used
in their research studies unless there is congent the individual or the data has
been anonymised. See especially, “Chapter 3: Cenfidlity, security of data and
anonymisation.”

25. Dr Peter Drury, eHealth InternationaHealth: a model for developing countries,’8

p.

http://www.ehealthinternational.org/vol2num2/Vol2iAp19.pdf
This paper proposes a model or framework for angjye inform the development of
eHealth in developing countries. The framework fnescomponents — the 5Cs:
context of poverty,antent of health information provided to health temns,
connectivity within and between health facilitiesilling workforce_apacity,
supporting ommunity development.

26. Sarah B. McfarlaneHarmonizing HIS with information systems in other scial and
economic sectors,’2005, 7 p.
http://www.scielosp.org/pdf/bwho/v83n8/v83n8al2.pdf

A WHO bulletin about the needs of a better cross-aioation among social and
economic sectors in order to optimize the HIS i-land middle-income countries.

27. Anderson RJ, University of Cambridggeturity in clinical information systems,”

1996

http://www.cl.cam.ac.uk/users/rjal4/policy1l1/polidyhtml
Describes threats to confidentiality, integrity daavailability of personal health
information in the light of experience in the UKdaoverseas, and proposes a clinical
information security policy that enables the prleiof patient consent to be
enforced in the kind of heterogeneous distribugestiesn currently under construction
in the UK. An information security policy says whay access what information;
access includes such activities as reading, wrjtaggpending, and deleting data.

28. State of Texas Department of Information RessaiPrivacy Issues Involved in
Electronic Government,” 2000http://www.dir.state.tx.us/taskforce/report/privadyc
Privacy and information held in e-governments: i@, comparison among other
countries, and recommendations for Texas.

Legal, ethical

29. Australian governmentFederal Privacy Act, 1988, 2000,”
http://www.privacy.gov.au/act/privacyact/index.html
“Guidelines on Privacy in the Private Health Sector2001,”
http://www.privacy.gov.au/health/guidelines/inddxab1
“Information Technology and Internet Issues,”
http://www.privacy.gov.au/internet/index.htmi
“Guidelines Under Section 95 of the Privacy Act 1982000,”
http://www.privacy.gov.au/publications/e26.pdf
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Highly readable but somewhat briefer coverage efttpics covered under
“Recommended Readings, above.

30. U.S. Public Law 104-19MHealth Insurance Portability and Accountability Act of

1996,”

http://www.cms.hhs.gov/HIPAAGenInfo/
The Administrative Simplification provisions of tHealth Insurance Portability and
Accountability Act of 1996 (HIPAA, Title 1) reqeithe Department of Health and
Human Services (HHS) to establish national stansl&od electronic health care
transactions and national identifiers for providehgalth plans, and employers. It
also addresses the security and privacy of heath.dAdopting these standards will
improve the efficiency and effectiveness of thenathealth care system by
encouraging the widespread use of electronic datiarchange in health care.

31. U.S. GovernmenfThe E-Government Act of 2002,”
http://www.whitehouse.gov/omb/egov/g-4-act.html
The Act, which has been made for governmentalnetexeb-sites, contains these 2
chapters:
TITLE 1lI: Information Security
TITLE V: Confidential Information Protection anda8stical Efficiency.

32. Joshua B. BoltertOMB Guidance for Implementing the Privacy Provisiors of the E-
Government Act of 2002,”2003http://www.whitehouse.gov/omb/memoranda/mO03-
22.html

Provides information to agencies on implementirgghvacy provisions of the E-
Government Act of 2002

33. USAID “USAID Compliance With the E-Government Act of 2002,
http://www.usaid.gov/policy/egov/
Outlines how USAID's public website complies wignéral information resource
management law and policy as detailed in OMB Memaduan M-05-04.

34. U.K. GovernmentData Protection Act 1998,”ISBN 0 10 542998 8
http://www.opsi.gov.uk/ACTS/acts1998/19980029.htm

This Act gives individuals the right to accessinfation held about them by
organizations. The act governs how organizationsuse the personal information
that they hold - including how they acquire, stafeare or dispose of it. The act is
administered and enforced by the Information Corsioiner - an independent
authority who is appointed by the Queen and repdiresctly to parliament. Data
protection is an international issue which restiftsm European legislation
(Directive 95/46/EC, see R10)

35. Protection and Advocacy System of New MexigdV' and Your Legal Rights,” 1996
http://www.aeqis.com/law/journals/1996/LEGLBOOK.Htm
This booklet covers the inclusion of HIV/AIDS adisability for the purposes of
disability discrimination law; confidentiality; HIWesting and consent; insurance
benefits; discrimination in housing, employmentdiza care, and public
accommodations; end-of-life planning; and disapilind other public benefits. A
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frequently asked questions part includes answegaigstions such as: “Can | be
Denied Insurance Because | Have HIV?” or “Can | Bieed Or Not Hired Because |
Have HIV/AIDS?”

36. WHO “The Role of Ethics Review Committees in Public Hetll Surveillance,”
Consultative meeting,*1October, 2004

37. Kathleen M. MacQueen and James W. Buelidénits, Practice, and Research in
Public Health,” 2004
American Journal of Public Health June 2004, Vqll9d. 6 | 928-931
http://www.ajph.org/cgi/content/abstract/94/6/9a8cessible only by members)
Ethical issues that can arise in distinguishing lpuibealthresearch from practice
are highlighted in 2 case studies: 1)iamestigation of a tuberculosis outbreak in a
prison and 2) amvaluation of a program for improving HIV prevemtiservices.

38. Amy L. Fairchild and Ronald BayekEthics and the Conduct of Public Health
Surveillance,” 2004 Science30 January 2004:Vol. 303. no. 5658, pp. 631 — 632
http://www.sciencemag.org/cgi/content/summary/3638631(accessible only by
members)

Efforts to distinguish between public health sutaace and epidemiological
research are burdened by history. The authorsisfgblicy forum say the moment is
right to reframe the policy discussion and to remiag the imperative of ethical
review of surveillance as well as research.

39. Lawrence O. Gostin, James G. Hodge - Coun@tate and Territorial Epidemiologists

(CSTE)

“CSTE Public Health Practice v. Research: Making Dignctions for Public Health

Practitioners,” 2004

http://www.publichealthlaw.net/Research/Affprojebtsn#CSTE
Provides guidance on the distinctions between pui#alth practice and human
subjects research for public health officials, r@sders, institutional review board
(IRB) members and their staffs.

Data Release Policies

40. P. Doyle, J. Lane, J. Theeuwes, L. Zay&uarifidentiality, Disclosure and Data

Access: Theory and Practical Applications for Stastical Agencies,”2002

ELSEVIER 2, 462 pages, ISBN: 0-444-50761
Provides a review of new research in the area ofidentiality and statistical
disclosure techniques. A major section of the hwrokides an overview of new
advances in the field of both economic and demdgcagata in measuring
disclosure risk and information loss. It also pretsenew information on the different
approaches taken by statistical agencies in dissetimg data -- ranging from
licensing agreements to secure access — and proedew survey of which
statistical disclosure techniques are used by stiaéll agencies around the world.
This is complimented by a series of chapters otigppbrceptions of statistical
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agency actions, including the results of a new syiion business perceptions. The
book

41. Federal Committee on Statistical Methodolo@wrifidentiality and Data Access

Committee (CDAC),” 1999

http://www.fcsm.gov/committees/cdac/index.html
CDAC is sponsored by the Federal Committee ons$itzl Methodology to provide
a forum for staff members of federal statisticadagjes who work on confidentiality
and data access topics to communicate among theess@&xchange ideas, etc. This
site also contains the brochure, "ConfidentialitydeData Access Issues Among
Federal Agencies.”

42. Goss, Jon, Department of Geography Universityaavai'i “ * We Know Who You Are
and We Know Where You Live’: The Instrumental Rationality of Geodemographic
Systems,”1995Economic Geographyol. 71, No. 2., pp. 171-198

This paper provides a critique of geodemographgteays, sophisticated marketing
tools that combine massive electronic data basesoosumer characteristics and
behavior, segmentation schemes, and Geographionhattton Systems (GIS).

43. Armstrong, Marc P.; Rushton, Gerard; Zimmernizade L. “Geographically Masking
Health Data to Preserve Confidentiality,” 1999
http://www.uiowa.edu/~geog/faculty/armstrong/Magkpdf Statistics in Medicin&8,
497-525

This document describes methods of geographicalkmg individual-level data.

44. Onsrud, H.J.ldentifying Unethical Conduct in the Use of GIS,”Cartography and
Geographic Information Systems, 1995, 22(1), 90-97
http://www.spatial. maine.edu/~onsrud/pubs/ethicsd8.p
Describes and discusses various “grey areas” intlke of GIS and in determining
what constitutes a beneficial versus a detrimeotalsequence, and how these often
depend on the perspectives of those affected hysthef information systems.

45. Federal Geographic Data Committe&DC Policy on Access to Public Information
and the Protection of Personal Information Privacyin Federal Geospatial
Databases,”1998
http://www.fgdc.gov/library/factsheets/factsheetiglib/privacy-factsheet

This policy articulates the FGDC'’s endorsementubljc access to information and
appropriate protections for the privacy and confitlality of personal information in
federal geospatial databases. The Federal Geogmaplita Committee (FGDC) is
an interagency committee that promotes the cootdohdevelopment, use, sharing,
and dissemination of geospatial data on a natidreis. The Office of Management
and Budget (OMB) established the FGDC in 1990.

46. Leah K. VanWey, Ronald R. Rindfuss, Myron Ptr@ann, Barbara Entwisle, and
Deborah L. Balk. Spatial Demography Special Feature: Confidentialityand
spatially explicit data: Concerns and challenges,2005 PNAS 2005 102: 15337-15342
http://www.pnas.org/cqgi/reprint/102/43/15337
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Recent theoretical, methodological, and technolaiggclvances in the spatial
sciences create an opportunity for social sciestistaddress questions about the
reciprocal relationship between context (spatiag@anization, environment, etc.) and
individual behavior. This emerging research comrtyuhas yet to adequately
address the new threats to the confidentialityespondent data in spatially explicit
social survey or census data files, however. Tapep presents four sometimes
conflicting principles for the conduct of ethicaldahigh-quality science using such
data: protection of confidentiality, the social-sighlinkage, data sharing, and data
preservation.

Electronic security

47. Oracle corporationPtrivacy Protections in Oracle Database 10G2004, 36 p.
http://www.oracle.com/technology/deploy/security/dbcurity/pdf/privacy10g.pdf

Includes sections on authentication, authorizataegess control, identity
management, encryption, monitoring, and accountgbilrhe document shows that
this version of Oracle is “privacy oriented” and epatible with our guidelines:
authentication, role-base access, encryption (AESwotjon of Virtual Private
Databases, etc. Concludes with a chapter on théeriges of technology to data
protection

48. International Telecommunication Unio&€curity in Telecommunication and
Information technology,” 2003, 98 p.
http://www.itu.int/itudoc/itu-t/85097.pdf

Provides an overview s issues and deployment artfanization’ existing
recommendations for secure telecommunications.

49. Uyless D. Blacklhternet Security Protocols: Protecting IP Traffic,” 2000
Prentice Hall PTR; ISBN0130142492
A book-length, technical explorations of the issagsociated with security internet
traffic.

50. Sidnie Feit, McGraw-Hill TCP/IP: Architecture, Protocol, and Implementation with
IPv6 and IP Security,” 1999
McGraw-Hill Computer Communications SeriesISBN)70213895
Additional information on securing information sytsts which are deployed over the
internet. This book is also intended for techneadliences.

51. Stephen A. Thomas$SL and TLS Essentials: Securing the Web,2000
John Wiley and Sons, ISBN)471383546
A book-length, technical explanation of how se@mekets layer (SSL) encryption
works.

52. Richard E. Smithititernet Cryptography,” 1997, Addison-Wesley, ISBN
0201924803
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Describes the mathematics behind computer encrygtbemas, as well as the
overall strategy behind public-private and otheastgies for authorized decryption
of information.

53. US DHHS/ National Committee on Vital and He@thtistics Cryptography-based
Patient Identifier,” http://ncvhs.hhs.gov/app7-4.htm
A short article on the role of encryption in elawiic security.

Web links

CDC and HIV/AIDS:http://www.cdc.gov/hiv/

UNAIDS: http://www.unaids.org/en/

USAID and HIV/AIDS: http://www.usaid.gov/our_work/global health/aids/
WHO and HIV/AIDS:http://www.who.int/hiv/en/

UK Department of Healthttp://www.dh.gov.uk
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